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ABSTRACT The upcoming Sixth Generation (6G) networks aim for fully automated, intelligent network
functionalities and services. Therefore, Machine Learning (ML) is essential for these networks. Given
stringent privacy regulations, future network architectures should use privacy-preserved ML for their
applications and services. Federated Learning (FL) is expected to play an important role as a popular
approach for distributed ML, as it protects privacy by design. However, many practical challenges exist
before FL can be fully utilized as a key technology for these future networks. We consider the vision of a
6G layered architecture to evaluate the applicability of FL-based distributed intelligence. In this paper, we
highlight the benefits of using FL for 6G and the main challenges and issues involved. We also discuss
the existing solutions and the possible future directions that should be taken toward more robust and
trustworthy FL for future networks.

INDEX TERMS Privacy, federated learning, 6G, beyond 5G, AI, distributed learning, machine learning.

I. INTRODUCTION

THE INTRODUCTION of Beyond 5G (B5G) and 6G
networks opens a new era of connectivity charac-

terized by immersive communication, integrated Artificial
Intelligence (AI), massive, hyper-reliable and low-latency
communication, ubiquitous connectivity, and integrated sens-
ing. These advances promise to revolutionize various sectors,
including healthcare, industrial automation, smart cities,
and autonomous vehicles, by enabling sophisticated AI-
driven applications [1]. However, the increasing reliance
on AI and the extensive data collection required for these
applications create significant privacy issues [2]. Traditional
centralized machine learning approaches, which require
aggregating data from multiple sources on a central server,
pose a significant risk of data breaches and unauthorized
access [3].

Several use cases exist in B5G/6G networks, such as
smart cities, smart factories, smart energy grids, smart
healthcare, and smart consumer applications [4]. In smart
cities, sensors and connected devices manage urban infras-
tructure, transportation, and public services. Smart factories
use industrial Internet of Things (IoT) devices and sensors
to improve manufacturing processes, monitor machines, and
ensure efficient production. Smart energy grids, smart meters,
and grid management systems are used to optimize energy
distribution and consumption. In smart healthcare, wearable
devices and health monitoring systems track patient health
data and provide personalized care. In smart consumer
applications, various applications for personal use, such as
smart home appliances, wearables, and personal assistants,
are used. These use cases can also face specific privacy
threats, as shown in Figure 1.
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FIGURE 1. Overview of privacy challenges on B5G/6G.

FL effectively solves these privacy challenges as it enables
decentralized model training [5]. With FL, the individual
devices train a shared model together, keeping their data
local and thus minimizing the need to transfer sensitive
information. This approach fits well with the privacy
requirements of 6G networks, where the sheer volume and
data sensitivity require robust privacy mechanisms [6]. By
leveraging FL, data remains on local devices, significantly
reducing the risk of data breaches compared to traditional
centralized methods. This is particularly relevant in 6G
networks, which are expected to support many connected
devices and handle unprecedented amounts of data [7].
Therefore, the combination of FL and 6G technologies can
help maintain data privacy while enabling the deployment
of advanced AI applications.
In a typical FL workflow, local devices (e.g., smartphones,

IoT devices) train with local data and ensure that the raw
data does not leave the device. Model updates are sent
from local devices to a central cloud server and aggregated
into a global model. Some privacy challenges in FL are:
eavesdropping, which is unauthorized interception of data
transmitted between local devices and the cloud server, which
can lead to data leaks [8], unauthorized access, the illicit
access to sensitive data or model updates by unauthorized
persons or entities [9], unethical analytics, which is a misuse
of data or model outputs for purposes not intended or ethical,
such as profiling or targeted advertising without consent [10],
lack of transparency, i.e., insufficient clarity about how data
is used, processed, and shared, leading to a lack of trust
among users [11], model memorization, i.e., the risk that the

global model stores sensitive information from the training
data that could be extracted later [12], training phase attacks,
i.e., attacks that take place during the local training phase,
such as poisoning the data to bias the model [13], and
inference phase attacks, where attempts are made to derive
sensitive information from the results of the model, which
could jeopardize the privacy of individuals [14].
To overcome these challenges, advanced privacy-

preserving techniques must be integrated into FL. Techniques
such as Differential Privacy (DP) can add noise to data to
obscure individual contributions [15], while Homomorphic
Encryption (HE) enables computations on encrypted data
without decrypting it [16]. Secure Multiparty Computation
(SMC) enables joint computations while keeping the inputs
private [17]. In addition, auditability and transparency
mechanisms can provide users with clarity on how their
data is used, processed, and shared, increasing trust in FL
systems [18]. Maintaining privacy at the different layers
of 6G networks is also important to ensure comprehensive
security and data protection. Robust security measures must
be implemented at the device level to prevent unauthorized
access and data leakage from user devices. Over The Air
(OTA) communication must be secured to protect data
integrity during transmission. At the edge AI level, privacy
mechanisms should ensure that sensitive information is
not exposed during data processing and model training at
the network edge. In addition, intelligent network manage-
ment and orchestration must include FL to protect privacy
across the network dynamically. Each layer requires specific
strategies and technologies to address the unique privacy
challenges and ensure a multi-layered and resilient approach
to privacy in 6G networks.

A. MOTIVATION AND CONTRIBUTIONS
The motivation for this paper stems from the increasing
demand for privacy in the era of ubiquitous connectivity
and AI-driven decision-making, which will be expanded in
6G networks. Despite the numerous surveys on FL-enabled
security and privacy for 6G, our survey fills important
gaps left by previous works. While many existing surveys
focus broadly on FL or specific areas such as IoT or
healthcare, this survey provides a focused and comprehensive
examination of the unique security and privacy challenges
in the context of 6G networks. Having identified the
related challenges, we propose ways to integrate additional
privacy-enhancing techniques to strengthen the privacy-
preserving capabilities of FL in protecting user data while
maintaining the performance and scalability required for 6G
applications. Our survey also offers an in-depth analysis of
how FL can be effectively applied to different layers of 6G
networks, including devices, communication channels, edge
AI, and network management–an area often overlooked by
other surveys. In addition, we adopt a multi-layer privacy
preservation approach, diving into strategies for ensuring
privacy at different levels of the 6G architecture. This is a
crucial advancement, as many existing works do not explore
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TABLE 1. Summary of important acronyms.

privacy solutions in such a detailed and layered manner.
Finally, we offer an in-depth look at lessons learned and
future research directions, particularly concerning privacy-
preserving mechanisms in 6G and the wider integration of
FL. Our contributions can be summarized threefold:

• We provide a comprehensive overview of FL and its
role in 6G networks, detailing how FL can leverage
the unique features of 6G to enhance privacy and
security.

• We discuss use cases and architectural components that
highlight the benefits of FL for privacy in 6G. We
show how FL ensures data confidentiality and integrity
through decentralized data processing and enables
secure model training and aggregation in different use
cases. We also discuss the implementation frameworks
and tools of FL for 6G implementations.

• We address key privacy challenges associated with FL in
the context of 6G networks and propose potential solu-
tions to enhance FL’s effectiveness in protecting user
data. These challenges include model memorization,
training phase attacks, inference attacks, eavesdropping,
unauthorized access, and unethical analytics. We pro-
pose integrating privacy-enhancing techniques such as

DP, SMC, HE, and secure aggregation protocols to
mitigate these risks. Furthermore, we provide trade-offs
of these solutions on 6G and approaches to address
them.

Although we have thoroughly covered the existing knowl-
edge and challenges of FL privacy in 6G based on the current
state of research, the primary limitation of this survey lies in
the early stage of 6G development. The absence of defined
6G architecture, requirements, and real-world deployments
limits our ability to provide practical insights or scalability
discussions for privacy-preserving FL solutions. Once 6G
networks and applications are realized, future work will
address these gaps by incorporating real-world examples and
system evaluations.
Finally, Table 2 summarizes most important surveys on

FL-enabled security and privacy for 6G and shows how our
survey differs from them by complementing their limitations.

B. OUTLINE
The rest of the review is organized as follows. Section II
provides background information on FL and its role in 6G
networks. Section III discusses the application of FL for
enhancing privacy in 6G, including specific use cases and
architectural considerations. Section IV delves into the key
privacy challenges of FL in 6G networks. Section V reviews
various privacy-enhancing mechanisms that can be integrated
with FL. Section VI explores privacy preservation at different
layers of 6G networks. Section VII provides details of 6G
use cases from FL. In Section VIII, FL implementation tools
and frameworks are available for practical implementations.
Section IX summarizes the lessons learned, remaining
research questions, and emerging future research directions.
Finally, Section X concludes the paper, emphasizing the
critical role of FL in ensuring privacy in the next generation
of wireless networks.

II. BACKGROUND
We begin this survey by presenting the necessary background
information. To this end, this section first explains the
background of FL and then its role in 6G networks and
related work.

A. FEDERATED LEARNING
Accessibility to large amounts of data has led to an exponen-
tial growth in ML technologies and their applications [53],
[54]. Conventional ML technologies rely on the availability
of the data at a centralized location. This requirement
has created a bottleneck for many applications that have
difficulties in exchanging end-user data due to concerns of
privacy [55], [56]. FL emerges as a robust solution, and
this decentralized ML approach ensures that the training
data stays at the edge devices while facilitating complex
ML models in a collaborative manner [7]. A conceptual
illustration of FL is presented in Fig. 2. In an FL setting,
each edge device utilizes its local data for training a local
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TABLE 2. Summary of important surveys on FL enabled security and privacy for 6G.

ML model while updating an FL server that runs a global
ML model. It is different from DL as only model updates,
such as gradients and model parameters, are shared with
the FL server [7] in a manner that ensures the privacy of
the end-user data. The FL server aggregates the information

from the edge devices to update the weights of its model
in an iterative manner [57]. FL enables network operators
efficient resource allocation for different services [58], thus
is envisioned to play an important role in 6G and other
next-generation networks [59].
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FIGURE 2. A conceptual illustration of FL.

FL can be classified based on network topology and
data partitioning [38], [55], and it is illustrated in Fig. 3.
Under network topology, FL can be classified as Centralized
Federated Learning (CFL), Hierarchical FL, Decentralized
FL (DFL), and Semi-DFL [52]. In CFL, each client trains
its local model independently by using its own user data
and transmits the model parameters to the FL server. These
parameters are aggregated at the server using a weighted
averaging algorithm, e.g., Federated Averaging (FedAvg) [7].
The global model is shared with all clients such that each
client has a global model and a local model. Hierarchical
FL utilizes several stages of aggregations at the edge servers
in a hierarchical manner [60] before the final aggregation
is done at the FL server. DFL is significantly different
as it omits the requirement of a centralized server for
orchestrating the learning process. The clients are nodes
in a Peer-to-Peer (P2P) network, such that collaborative
model training is possible [61]. Each client performs local
model training and shares the model updates with its
neighbors. The updates are aggregated at each node to
reach a consensus on the global model update. Semi-DFL
combines the advantages of hierarchical and decentralized
FL [62]. It partitions the clients into several clusters, with
a cluster head who is responsible for sub-aggregation in
the respective cluster. Once the sub-aggregation is complete,
the cluster heads collaborate in a decentralized manner
to compute the global model. Again, a centralized server
is omitted. This configuration reduces the communication
overhead on individual nodes and mitigates the risk of single-
point failures.
The classification based on data partitioning is related to

how the training data is distributed over the sample and
feature spaces. To this end, there are three main classi-
fications, namely Horizontal Federated Learning (HoFL),
Vertical Federated Learning (VFL), and Federated Transfer
Learning (FTL) [5]. In HoFL, the clients share the same
feature space, but they have different data samples. Hence,
the same ML model can be used for local training [63]. The
FL server aggregates the local updates to compute the global

FIGURE 3. Federated learning classifications based on network topology and data
partitioning.

update, which is shared with the clients as the basis for the
next iteration of local training. For example, consider a smart
city where various data acquisition devices are deployed [19].
These devices share the same feature space, such as weather
data and traffic conditions, but they have different sample
spaces because of their different locations and the tasks they
carry out. VFL, on the other hand, caters to scenarios where
the clients possess different subsets of features for the same
group of samples [64]. Using a process known as entity
alignment, the group of samples common to the clients is
collected [65] and used to train a shared model while utilizing
encryption for data privacy [66]. For example, consider
the Intelligent Transportation Systems (ITS) realm. This
setting may consist of various stakeholders with different
data, e.g., vehicle manufacturers (data about the vehicles),
traffic management authorities (data on road conditions,
vehicle traffic, pedestrians), and telecommunication service
providers (data on the connectivity of vehicles, drivers, and
passengers). The sample space is the same as it is for
vehicles/users, but the features are different [67]. These
stakeholders can employ VFL to cooperatively train the
models to predict traffic congestion, optimize route planning,
or enhance the safety and efficiency of autonomous vehicles.
This cooperation allows for the harnessing of collective
knowledge, enabling more accurate and robust models while
ensuring data remains with its original owner, adhering to
privacy regulations. Finally, FTL is used in cases where both
the feature space and the sample space are different among
the clients [68].

B. ROLE OF FL IN 6G NETWORKS
6G networks consist of heterogeneous nodes that align with
application scenarios and use cases of the industry verticals.
The stringent Quality-of-Service (QoS) constraints in these
networks in terms of speed and latency necessitate expensive
computational operations to be offloaded towards the edge
layer. This, together with the privacy concerns of user data,
make FL an ideal candidate for 6G networks that inherently
exhibit a distributed nature [69]. The relevance of FL in
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TABLE 3. The relevance of FL to the 6G layers and the performance enhancements
that can be achieved.

FIGURE 4. Role of FL in 6G networks.

related 6G layers (the Smart Application Layer, the Network-
centric Application Layer, the Intelligent Control Layer, and
the Intelligent Edge Layer) is presented in TABLE 3. The
Radio Access Network (RAN) supports connectivity and
data collection through fog nodes, cell site connections, and
connected devices, which include mobile phones, sensors,
robots, IoT devices, and smart vehicles, as illustrated in
Fig. 4.
Moreover, the usage of FL for model training introduces

several key advantages in a 6G network [70]. These include

privacy, low latency and overheads, and improved scalability.
FL inherently preserves privacy as user data remains in
its device, mitigating the risk of privacy breaches and
unauthorized access in scenarios that involve sensitive data
such as mobile traffic [2], [71]. This is crucial in a 6G
network where data generation happens at high volumes
at end devices. Eliminating the requirement to transmit
these large volumes of data reduces latency [72], and hence
makes FL an ideal solution for ultra-low latency applications.
Devices learn a shared prediction model in parallel and
in a collaborative manner with minimum interactions, thus
significantly reducing the transmission overheads as model
updates are typically much smaller in size compared to
raw data [73], [74], [75]. This, in turn, reduces the energy
consumption associated with data transmissions as well.
Also, model training can be done continuously in a manner
that is consistent with application-based timelines, and
instantaneous decisions can be made at the end nodes. This
will significantly facilitate applications that require real-time
response, such as augmented reality, industrial automation,
and autonomous driving [46].
FL also improves the scalability of a network. Firstly,

FL stems on decentralized processing which distributes the
processing over multiple nodes. This leads to a network
that is easily scalable with an increasing number of devices.
The system can leverage the computational resources of the
new devices to enhance the model training efficiency of the
overall network [2]. Secondly, the distributed nature supports
managing heterogeneity and geographic distribution of data.
In 6G, data is highly heterogeneous due to a diverse set of
devices and applications. Thus, data distributions are unlikely
to be identical. The local model training in FL facilitates this
heterogeneity as models can adapt to the specific characteris-
tics of the local data. Also, personalized models can be used
to suit the data diversity among the devices. Heterogeneity
can be considered in the data aggregation stage as well by
clustering devices with similar data distributions and using
weighted or adaptive aggregations according to importance
or relevance. Selecting a subset of clients with similar data
distributions for each training round can help stabilize the
learning process and improve model performance. Moreover,
regularization can be used to mitigate the impact of skewed
data distributions during training. Incorporating data from
varying geographical locations result in more robust and
adaptable models that can cater a wide range of scenarios [5].
Finally, FL brings the model to the data, enabling ML in
previously inaccessible environments due to legal, privacy,
or logistical constraints associated with data protection.
This significantly broadens the potential of ML-related
applications in the future.
FL aligns well with the communication goals of 6G

networks by improving communication efficiency, reducing
latency, optimizing network resource usage, and supporting
scalable and resilient network architectures. The reduced
data transmission from FL alleviates network congestion
and increases bandwidth efficiency. The frequency of model
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updates can be further adjusted to suit the network congestion
similar to adaptive communication scenarios. Local training
on the edge devices reduces the need for frequent, high-
latency roundtrips to the centralized servers, which allows
quicker response times for applications that rely on real-time
data [76]. Such applications can be further supported by
network slicing by assigning a specific slice optimized for
low latency and high reliability. The feature of being able
to support massive device connectivity (scalability) ensures
efficient utilization of available computational resources. We
also note that an FL-based communication network is more
resilient and robust as the training process is distributed
across multiple devices, avoiding single points of failure.
Load balancing is supported, which reduces the risk of
bottlenecks and improves the overall network stability. FL
can also further enhance the user experience in applications
where context-aware and personalized services are required.
Thus, by integrating FL, 6G networks can achieve better
communication performance and more effective utilization
of available resources.
There are some important technical challenges in imple-

menting FL in 6G networks, particularly in terms of hardware
requirements and network infrastructure. Firstly, the edge
devices need to be complex enough to support FL with
sufficient computational power to train models. Training
models locally on edge devices consume energy; thus,
managing the energy consumption is critical [77]. Some
edge devices may even depend on energy harvesting, so
the usage of energy-efficient algorithms and hardware is
vital in managing the tradeoff between complex and quick
computations and energy conservation. Ensuring secure
model updates through implementing advanced encryption
techniques on resource-constrained devices also poses a
significant challenge. The system should also be robust
and adaptable to support the device diversity created by a
multitude of edge devices with varying computational and
storage capabilities, as well as communication interfaces.
The servers should be capable of handling high volumes

of data for timely aggregation and updating the centralized
models. Efficiently synchronizing updates from a diverse set
of edge devices is challenging [78]. Verifying the integrity
and authenticity of the model updates from these devices
necessitates additional resources at the servers. Servers also
require robust version control mechanisms to efficiently and
accurately manage the frequent model updates.
There are several technologies that can facilitate

FL in 6G networks. These include Multi-Access Edge
Computing (MEC), SMC, FedAvg, Network Function
Virtualization (NFV), network slicing, Ultra-reliable Low-
latency Communication (URLLC), Edge Intelligence
Frameworks, and Blockchain Technology [19], [79].
Adaptive protocols like Quick UDP Internet Connections
(QUIC) and advanced versions of HTTP/2 that are designed
for low-latency communication and efficient data transfer
can also support the communication between edge devices
and central servers to facilitate FL.

Next, we summarize some noteworthy contributions to
using FL in 5G, B5G, and 6G networks. Firstly, we focus on
the network topology-based classification of FL. To this end,
authors of [70], [80], [81] have studied how CFL is beneficial
in B5G and 6G networks. [80] proposes F-BIDS to protect
the privacy of existing ML-based cyber-security. They use
a centralized federated blending model, and the federated
meta-classifier is trained on the meta-data instead of sensitive
user data. The authors of [81] studied resource allocation in
B5G networks using FL, particularly focusing on dynamic
and heterogeneous network environments. In the literature on
hierarchical FL, [82] consider hierarchical FL for 5G smart
grids by proposing an intrusion detection system, and [83]
consider wireless communication networks. The ability to
use hierarchical FL to reduce the latency in a cellular
network without losing the model accuracy is demonstrated
in [84]. The method stems from clustering mobile users
in the proximity of edge servers that communicate with
a central server for global model aggregation. Similarly,
a hierarchical FL-based solution for user assignment and
resource allocation is proposed in [85]. The authors highlight
the superiority of hierarchical FL over CFL with respect to
training, communication overhead, accuracy, and speed.
The authors of [86] propose DFL-based traffic sign

recognition in networked vehicles, and DFL for Vehicle-
to-Everything (V2X) networks for providing efficient
distributed training services is studied in [87]. Furthermore,
due to its inherent characteristics, P2P-based communication
technologies such as blockchain can be easily incorporated
in DFL systems [88]. In this scenario, information on model
updates and aggregation can be communicated securely
through blockchain ledgers. Furthermore, the performance
of semi-DFL in B5G and 6G networks is studied in [89].

With respect to FL classification based on data parti-
tioning, it is shown that Horizontal Federated Learning
(HoFL) can utilize high-speed, low-latency communica-
tion infrastructure to share model updates between nodes,
ensuring timely aggregation and dissemination [90]. Vertical
Federated Learning (VFL) can also play a key role in
B5G and 6G networks in enabling smart and interconnected
systems across various sectors [91]. Federated Transfer
Learning (FTL), which expands the possibilities of FL
through collaboration, leverages the diversity and richness
of data generated from different domains for enhancing the
accuracy and robustness of the models [92]. FTL has been
proposed as an efficient solution for intrusion detection for
5G IoT in [93].

III. FL FOR 6G PRIVACY
In this section, we discuss these potential applications of
FL, including different domains of FL, potential challenges
for FL in 6G, and how to enhance the privacy-preserving
nature of FL for 6G by integrating other privacy-enhancing
techniques. Although the concept of privacy is as old as
mankind [94], in recent years, one can observe a modern
emergence and discussion of privacy, especially with the
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introduction of regulatory approaches such as the European
Union’s GDPR [95] in 2018. Privacy is generally the
assurance that individuals have control or influence over
what data about them may be collected and stored and by
whom and to whom the information may be shared [96].
With the enhanced communication capabilities and seam-

less connectivity offered by B5G/6G networks, AI will play
a dominant role in individuals’ everyday activities, making
important decisions based on insights from big data collected
from individuals. For these services to function smoothly,
AI-driven automation of services will be a mandatory
requirement for B5G/6G. For example, the number of attacks
on 6G-based services will increase significantly with the
enablement of ultra-high communication speeds and the
ubiquitous availability of access points and IoT. Therefore, it
will not be possible to manually manage the security of these
services. Automating the proactive detection and remediation
of attacks, therefore, requires AI-driven approaches [97].
However, the requirements for the protection of privacy
also apply in the areas of future communication and AI.
In the previous example, the AI applied in 6G could
be a double-edged sword, as the continuous monitoring
of user traffic by these AI models can create a new
attack surface for end users and service providers. With
advances in the interpretation of big data and advances
in AI facilitated by fast communication techniques, the
controllability, transparency, and ownership of data from
end users, organizations, and states are increasingly being
challenged. This issue may become more significant in future
B5G/6G network infrastructures as the ability to collect and
analyze user data will continue to increase with the support
of AI-driven services.
The leakage of unintended information through B5G/6G

services can be a critical privacy issue as it directly affects
users’ rights and control over their data. For example, a
smart light connected wirelessly via B5G/6G to a remote
server or smart device can increase the energy efficiency
of the home. At the same time, however, it can also
collect data, e.g., when a user is at home, which rooms
are frequently used, and whether there are people in the
house. This can then provide insights into the user’s habits,
preferences, and daily routine [98]. Therefore, the AI-driven
6G applications combined with the expanding IoT layer to
sensitive personal data drastically increase the possibility of
identifying information about individuals such as their health
status, current actions, prediction of decisions, movements,
interests, personal beliefs, ideologies, etc. Applications can
analyze the data output via sensors, smartphones, and
other personal electronic devices with a network connec-
tion. Third parties can collect a wide range of signals
and extract this information from the individuals/users
concerned.
The key privacy requirements that 6G should satisfy come

from multiple technological advancements that 6G possess
compared to previous network generations. We can list them
as follows:

• AI-based zero-touch automation: This new progression
of network management via AI reduces the delays in
establishing communications and the need for human
intervention to the network. Zero-touch management
promotes distributed ML operations like FL to auto-
matically perform AI model training, collaboration and
sharing of models [99]. However, it also creates a
major requirement of ensuring the privacy of the models
shared over the network. Furthermore, if these shared
AI models used in zero-touch management networks
consist of vulnerabilities like backdoors or triggers, it
will increase the risk of privacy leakage, potentially
revealing network patterns or sensitive network-related
information such as periodic data or patterns of data
usage.

• Massive connectivity of sensors and smart user devices:
Unlike the previous generations, a surge of new
devices like IoT, along with the improvements in the
edge AI and lightweight local computation hardware,
the upcoming 6G networks will have billions of
local devices interconnected wirelessly and collabo-
rating with each other. Thus, privacy requirements
are of high importance, considering the relatively less
secure communication protocols and encryption mech-
anisms in these relatively limited resource IoT devices.
Furthermore, transmitting data in a more secure manner
requires higher computational and energy demand for
operations like authentication [100]. Therefore, keeping
the data locally for the device without forwarding them
to third parties is more favourable for IoT, which is
achieved via FL.

• Location and movement privacy requirements: In 6G,
with the proliferation of billions of new devices and
increased localization accuracy, there is a heightened
risk of location-based privacy breaches. Highly accu-
rate location tracking could allow adversaries to map
individuals’ movements or sensitive location data. 6G
networks need privacy-preserving ML techniques to
train the models containing these location data safely.
Furthermore, communication systems like V2X [101]
will be further enhanced by the mobility and high
bandwidth provided by the 6G networks, facilitating
real-time communication among these smart vehicles.
Thus, FL can enable training and knowledge sharing
among them in a privacy-preserved manner.

• Privacy in Immersive Applications: 6G will enable
highly immersive applications such as Augmented
Reality (AR), virtual reality Virtual Reality (VR), and
Extended Reality (XR) beyond the current limitations
due to its capability of establishing massive connec-
tivity and ultra-high data rates. These applications
will generate vast amounts of sensitive user data,
including biometric information, personal behaviour
patterns, and interactions within virtual environments.
Current research has already investigated numerous
privacy vulnerabilities in devices like VR headsets,
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such as unrestricted motion, optical and eye-tracking
sensors, which could be exploited by an adversary [102].
Protecting this sensitive data from being exposed or
misused is a major privacy requirement. Thus, FL
can support in enabling privacy-preserved distributed
metaverse intelligence.

A. SUPPORT OF FL FOR IMPROVED 6G PRIVACY
FL can improve privacy in 6G communications in several
ways. Some of them are summarized in below items:

1) DATA DECENTRALIZATION

In traditional ML, the data for training is collected and
stored centrally. In FL, however, the models are trained
directly on the devices on which the data is generated
(e.g., smartphones, IoT devices), which ensures that the raw
data never leaves the device. In 6G networks, where huge
amounts of sensitive data are generated and transmitted,
the decentralization provided by FL is crucial. By keeping
the data local, FL reduces the risk of data breaches and
unauthorized access, as there is no central repository for
sensitive information to be targeted by attackers. In a 6G-
enabled smart healthcare system, for example, patient data
remains on wearable devices, maintaining confidentiality
while contributing to a global healthcare model [103].

2) MODEL AGGREGATION

FL typically employs secure aggregation protocols where
individual model updates (not the raw data) are sent to
a central server. These updates are combined to improve
the global model. For example, in smart city applications
with FL, traffic pattern data can be used to optimize
urban mobility without compromising individual commuter
privacy [104]. Techniques such as DP can be applied during
the aggregation process to add noise to the updates, further
obscuring individual data contributions and protecting user
privacy [105]. This is particularly important in 6G networks,
where the integration of extensive and diverse data sources
increases the risk of identifying individuals based on their
data patterns.

3) COMMUNICATION EFFICIENCY

To minimize communication overhead, FL often uses
techniques to compress model updates before sending
them [106]. This not only reduces the required bandwidth
but can also include privacy-preserving transformations. This
is important in 6G networks as large amounts of data are
generated by numerous connected devices.

4) SECURITY

FL updates can be encrypted during transmission, ensuring
that even if intercepted, the data remains secure and
unintelligible to unauthorized parties [107]. In this respect,
the security framework of 6G can be complemented with
encrypted FL to address various vulnerabilities, including
threats to confidentiality, integrity, and availability. In MEC

scenarios of 6G networks [108], for example, where data
processing takes place at the edge of the network, i.e., closer
to the devices, encrypted data transmission in FL enables
collaborative learning on this distributed data while keeping
it private. FL can also be used for intrusion and anomaly
detection in 6G networks to address privacy concerns and
improve security in distributed environments. As 6G brings
higher device density, diverse network components and
increased real-time data requirements, FL-based intrusion
detection offers scalable and secure solutions in areas
such as Software Defined Networking (SDN), Industrial
Internet of Things (IIoT), Cyber-Physical Systems (CPS)
and Vehicular Edge Computing. Each of these areas offers
unique challenges and opportunities.
Li et al. [109] presented an efficient FL system for network

intrusion detection, focusing on reducing communication
cost and improving model accuracy, important considerations
for high speed and low latency requirements in 6G networks.
Raza et al. [110] extended this idea within SDNs, where
FL enables privacy-preserving detection without transmitting
sensitive network data. Their model is particularly relevant
to 6G due to the inherent programmability and scalability of
SDNs, which enable more responsive and adaptive intrusion
detection mechanisms. Similarly, Chatzimiltis et al. [111]
presented a collaborative SDN-based intrusion detection
system tailored for smart grids, an area where the interplay
between low-latency 6G communication and high security is
crucial to ensure infrastructure resilience. Bhavsar et al. [112]
used FL in transportation IoT to facilitate intrusion detection
in distributed IoT devices to ensure privacy protection while
improving the robustness of transportation networks, an
important aspect as 6G increases the number of connected
vehicles and devices in smart cities. Huang et al. [113]
addressed the specific requirements of CPS and proposed
Execution & Evaluation dual network framework, a dual-
network FL framework that personalizes intrusion detection
based on device characteristics, which aligns well with the
need for tailored security in the various application domains
of 6G.
Recent advances have further enhanced FL’s intrusion

detection capabilities by integrating blockchain to secure
FL processes through decentralized trust models, which are
essential for combating intrusions in highly dynamic and
distributed/decentralized environments such as 6G networks.
For example, the framework presented in [114] utilizes
blockchain to support federated learning for intrusion detec-
tion in vehicle edge computing. This approach improves
collaboration and anti-tampering protection across distributed
vehicles and enables 6G networks to support a secure
vehicle ecosystem. In addition, [115] presents a privacy
framework that specifically targets jamming attacks and
uses FL to jointly detect and mitigate these attacks. This
approach is critical for 6G, as maintaining signal integrity is
essential for services that require ultra-reliable low-latency
communication (URLLC). Authors in [116] build on this
by combining FL with explainable AI and blockchain.
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This creates a robust intrusion detection system for IoT
networks that can ensure both privacy and transparency.
Such integration is essential for 6 G’s multi-layered security
requirements to ensure that the decisions made by the
model are understandable and trustworthy for end users. In
addition to these frameworks, recent research has explored
the intersection of FL with quantum technologies. The paper
in [117] proposes a quantum federated learning framework
to protect privacy in detecting intrusions into consumer
networks. By leveraging the potential of quantum computing
for robust encryption, this framework adds an additional
layer of security to intrusion detection, addressing the
challenges of processing large, sensitive consumer data in
6G networks. Such integration of quantum technologies
with FL is critical as it holds promise for overcoming
computational and privacy constraints, especially as 6G
brings unprecedented amounts of data and diverse devices
to the network. The integration of FL with reinforcement
learning ([118], [119]) has also been investigated to combat
specific attacks such as jamming, which are crucial for secure
and reliable 6G communication in wireless sensor networks
and open radio access networks.
In summary, the above studies show that FL, supported

by blockchain, quantum technologies and advanced AI tech-
niques, provides a flexible, privacy-preserving, and robust
framework for addressing the evolving security challenges of
6G. Each domain-specific application illustrates how FL can
be adapted to the unique requirements of 6G environments,
paving the way for more resilient and responsive security
mechanisms in next-generation networks.

5) INTEGRATION OF PRIVACY-PRESERVING
MECHANISMS

Homomorphic encryption allows calculations to be per-
formed on encrypted data without decrypting it. In FL,
it can be used to enable the central server to aggregate
model updates without accessing the underlying data [120].
In the context of 6G, this means that sensitive data from
industrial IoT devices can be processed securely, ensuring
operational confidentiality. SMC allows multiple parties
to jointly compute a function over their inputs while
keeping those inputs private. In FL, this can be used to
aggregate updates without revealing individual updates to the
central server or other parties [121]. As 6G is expected to
support a wider range of applications, potentially including
more sensitive data, SMC‘s strong data privacy protection
guarantees during the FL process will be crucial in such
scenarios.

6) AUDITABILITY AND TRANSPARENCY

FL frameworks often include mechanisms (e.g., blockchain)
for auditing data access and use to ensure trans-
parency and traceability regarding the use and sharing of
data [18], [122], [123]. This is critical to maintaining user
trust in 6G applications where data privacy is paramount.
In addition, the users or the owners of the application in an

FL setup usually have more control over their data as they
can opt in or out of the learning process, decide what data
they want to contribute, and have a clearer understanding
of how their data will be used [124]. This can build trust
and ensure user privacy. Coupled with 6G’s low latency
and edge computing capabilities in real-time AI applications
for smart cities, citizens can decide for themselves whether
their anonymized location data or sensor data from their
homes will contribute to the training of AI models for city
management.

7) ROBUSTNESS AGAINST KNOWN PRIVACY ATTACKS

FL in 6G networks must address a wide array of sophisticated
privacy threats to ensure secure and trustworthy commu-
nication frameworks. FL can incorporate anonymization
techniques to ensure that updates are not linked to specific
users, reducing the risk that data can be traced back to an
individual. In this regard, a human-centered 6G communi-
cation framework equipped with FL can play an important
role in such efforts to prevent the frequent disclosure of data
and improve users’ lives in terms of privacy [125]. Beyond
anonymization, FL models can also be designed to be robust
against adversarial attacks, such as model poisoning or infer-
ence attacks, which further enhances the privacy and security
of the data [126]. However, a more thorough investigation
of privacy threats is essential for a robust FL framework
in 6G. Attacks such as Byzantine attacks, where adversarial
participants send misleading model updates, require robust
aggregation algorithms that prevent compromised nodes from
corrupting the model [127]. Robust aggregation techniques
such as Krum and Bulyan are crucial to mitigate the impact
of such attacks and ensure that malicious contributions are
effectively detected and excluded [128]. The robustness of
aggregation algorithms is, therefore, crucial for the security
of FL, especially in dense 6G environments where malicious
actors can exploit vulnerabilities in model aggregation to
skew the model outputs.
Another key threat in 6G FL frameworks is man-

in-the-middle attacks on model updates, where an
attacker intercepts and alters updates between devices and
servers [126], [129]. To ensure the confidentiality and
integrity of model updates, secure channels, encryption
and continuous verification of model integrity during the
update process are required. Techniques such as differential
privacy and homomorphic encryption can provide further
protection against such attacks and make it more difficult
for unauthorized parties to modify or intercept sensitive data
in transit.
Fig. 5 provides a high-level overview of how FL tech-

niques can be used to enhance privacy in 6G networks
to address these vulnerabilities. By incorporating these
strategies, FL can provide a robust framework that maintains
improved levels of privacy and security while enabling
the benefits of collaborative learning across distributed
data sources. We further discuss these privacy-enhancing
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FIGURE 5. FL for enhanced privacy in 6G networks, illustrating the key components and privacy-preserving mechanisms that ensure secure and efficient data processing in a
6G environment.

techniques and their current improvements to be done in
Section V.

B. 6G USE CASES WITH IMPROVED PRIVACY THROUGH
FL
FL can be used to significantly improve the privacy of
6G networks by enabling the decentralized training of
ML models in various 6G use cases. For example, 6G
networks can support advanced health monitoring systems
with extreme Ultra-Reliable Low-Latency Communication
(xURLLC) [130] or real-time holographic communica-
tions [131]. In smart health, wearable devices can collect
health data such as heart rate and blood glucose levels [132].
FL with 6G connectivity enables these devices to collabora-
tively and rapidly train a large model that can predict health
anomalies without sharing the raw data, thereby preserving
data confidentiality. This ensures that personal health data
is not disclosed or transferred and that patient privacy
is protected. 6G’s ability to connect numerous devices at
high data rates and low latency makes it ideal for smart
city applications [133]. In smart cities, traffic sensors and
connected vehicles can collect data about traffic patterns
sent within 6G networks. With the help of FL, these
devices can jointly train models to optimize traffic flow and
reduce congestion without sharing individual travel data, thus
preserving commuters’ privacy [134].
6G networks have the potential to revolutionize industrial

automation by connecting machines, sensors, and control
systems with high reliability and low latency [135]. In
industrial automation, machines on a production line can
use their operating data to train models that predict failures
or maintenance needs. With FL, each machine contributes to

the model without revealing its data, thus preserving the con-
fidentiality of industrial processes [136]. 6G networks will
support autonomous vehicles with high data and ultra-low
latency requirements for the safe operation of autonomous
vehicles [83]. In intelligent vehicles, autonomous cars can
collect data on driving behavior and road conditions. FL
enables these cars to train models that improve navigation
and safety systems while ensuring that individual driving
data is not shared to protect user privacy [137].
6G networks will connect a variety of IoT devices in

smart homes, from appliances to security systems [138].
FL helps these devices to improve their algorithms locally
and ensure data privacy [139]. In IoT and edge devices,
devices such as smart thermostats and security cameras can
use FL to improve their algorithms for energy management
and security threat detection. In the field of smart home
security, for instance, cameras and sensors can use FL to
develop more accurate intrusion detection models by learning
locally from the data. This can ensure that personal video
recordings and sensor data are not transmitted to central
servers and that the privacy of the household is maintained.
Each device can process its data locally and only share model
updates, so no sensitive household information is exposed.
The high bandwidth and low latency of 6G networks can
enable these devices can share model updates quickly and
efficiently [27].

C. PRIVACY THREATS AND ENHANCEMENTS IN 6G
NETWORKS
In 6G networks, the adoption of cutting-edge technologies
and architectural changes brings about a new set of privacy
challenges, distinct from those seen in earlier generations like
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5G. Some of the key features of 6G, such as intelligent sur-
faces, pervasive AI, massive Machine-Type Communications
(mMTC), and the utilization of terahertz (THz) frequencies,
present novel vulnerabilities that demand specialized privacy-
preserving mechanisms.
One of the most important threats to privacy in 6G comes

from Ultra Dense Networks (UDNs). With an unprece-
dented density of devices, the resulting complex architecture
increases the number of potential vulnerabilities. Extensive
data exchange in this dense environment increases the risk of
data breaches and offers attackers more opportunities to inter-
cept, manipulate or misuse sensitive information. In addition,
the use of THz bands in 6G, while beneficial for high data
rates and low latency, introduces new risks at the physical
layer. These high-frequency signals are more susceptible to
eavesdropping, jamming and interference, making it easier
for unauthorized parties to access or disrupt communications.
Pervasive AI integrated into 6G networks, especially in edge
computing environments, poses another significant privacy
concern. The role of AI in data collection, processing
and decision-making increases vulnerability to sophisticated
attacks, such as model inversion and membership inference
attacks, where sensitive user data can be derived or extracted
from AI models. In addition, 6G networks are expected
to integrate multiple communication layers – including
satellite, aerial, and terrestrial components – forming space-
air-ground networks. The transmission of data across these
heterogeneous infrastructures, each with different security
protocols, introduces additional vulnerabilities, particularly
during the transition between less secure nodes. mMTC in
6G, which is characterized by the connection of billions of
IoT devices, further complicates privacy management due to
the decentralized nature of these devices. The aggregation of
data from such a large number of sources increases the risk
of data breaches and unauthorized use. These threats will be
intensified by the expected arrival of quantum computers in
the 6G era. These could render many of the cryptographic
techniques currently used to protect privacy in wireless
networks obsolete.
Despite these threats to privacy, the advanced features

of 6G can be used to enhance privacy protection. For
example, several real 6G use cases such as tactile Internet,
real-time holographic communications, XR/multi-sensory
communication, massive digital twin networks, and remote
surgery with haptic feedback introduce new dimensions for
privacy enhancement through FL. The tactile Internet in
6G, which supports ultra-low latency and real-time haptic
interactions, poses a challenge for privacy. However, FL
ensures that sensitive haptic feedback data is processed
locally so that personal data remains secure. In real-time
holographic communication or telepresence, where large
amounts of 3D holographic and motion-capture data are
exchanged, FL enables local model updates without the
need to exchange raw holographic data, thereby enhanc-
ing privacy [134]. XR and multisensory communication

require multi-gigabit speeds and ultra- low latency. Here,
FL can protect user privacy by keeping the immersive
experience data on local devices while still sharing useful
insights [140]. Massive digital twin networks collect huge
amounts of operational data from multiple sources. FL’s
decentralized training enables companies to leverage these
networks without exposing sensitive operational data to
external threats [141]. Remote surgery with haptic feedback
benefits from FL by ensuring that highly sensitive surgical
data, including both haptic and visual information, remains
private while enabling collaborative improvements in surgical
procedures [142].
Moreover, pervasive AI can be used for real-time anomaly

detection and adaptive privacy policies. By intelligently
managing privacy settings based on context, user location
and application type, AI can dynamically adjust protec-
tions to strengthen privacy. The decentralized architectures
supported by 6G, such as blockchain, provide robust and
transparent data management that ensures secure storage
and traceability of sensitive information and reduces the
risk of unauthorized access. Intelligent Reflecting Surfaces
(IRS), another key feature of 6G, can improve physical layer
security by dynamically controlling the radio environment.
This capability helps to mitigate eavesdropping attempts and
strengthen the security of communication links. Furthermore,
the inclusion of quantum communication technologies, in
particular Quantum Key Distribution (QKD), provides an
additional layer of security as QKD generates encryption
keys that cannot be intercepted or decoded without detection.
Finally, Table 4 summarizes how FL improves privacy in

various 6G use cases, leveraging the specific capabilities of
6G networks.

IV. KEY FL PRIVACY CHALLENGES IN 6G NETWORKS
The section explores key privacy challenges in B5G/6G
networks. This includes the issues that occur within the
training process, communication, and storage of data and
models in FL and where these FL issues occur at the 6G
architecture.
As 6G networks emerge, they introduce new privacy

challenges compared to 5G, especially in the context of FL.
These challenges arise from the larger scale of devices, more
sensitive and diverse data sources, and the need for real-
time processing. Table 5 highlights key privacy challenges
in FL for both 5G and 6G networks, illustrating how the
complexities grow with the transition to 6G.
Next, we discuss specific issues in the FL lifecycle and

how each of these challenges are applicable when performing
FL operations in 6G architecture.

A. PRIVACY ISSUES WITHIN THE MODEL TRAINING
PROCESS LIFE-CYCLE
Though FL appears to be a promising future for Privacy
Preserved ML (PPML) in 6G, there can be potential privacy
leakages via FL itself. Fig. 6 provides an overview of how
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TABLE 4. 6G use cases and privacy enhancements with federated learning.

TABLE 5. Comparison between 5G and 6G FL challenges.

the FL process occurs in the B5G/6G architecture, and the
vulnerability of the process to privacy threats. We outline
the following challenges arising from FL that can impact
B5G/6G privacy:

1) MODEL MEMORIZATION

Although data is not directly transmitted from the client,
they still have to transmit model parameters trained on
each client’s private data. Such parameters can consist
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FIGURE 6. Overview of FL services and related privacy issues in FL during the
process.

of insights that may be indirectly related to the original
data [145], [146], making the models memorize information
about the user data. Thus, adversaries can exploit these model
parameters to reveal unintended information on data owners.
In B5G/6G, when end users communicate models related
to private and sensitive information they locally possess,
an external party at higher layers could eavesdrop on these
model updates to look for potential properties that can reveal
the original data.
In 6G networks, the massive scale of data and real-time

applications like autonomous vehicles [147] and meta-
verse [148], [149] heightens the risk of model memorization.
It can unintentionally retain sensitive information from the
training data. This makes it vulnerable to privacy attacks.
Compared to 5G, 6G’s increased data diversity and criticality,
such as healthcare, BCIs [150] amplify privacy concerns,
as more sensitive personal data could be exposed through
model leakage across distributed nodes.
Recent research on FL privacy shows that FL is vulnerable

to numerous privacy attacks, including reconstruction, model
inversion, membership inference, and property inference
attacks [41], [145]. These attacks can be categorized into
two [151]: training phase attacks and inference phase attacks.

2) TRAINING PHASE ATTACKS

Considering the training phase, we can identify attacks such
as backdoor poisoning. Since FL is based on many client
devices collaborating together, a malicious client has the
potential to inject model updates that are biased towards
a certain property, causing backdoors in the aggregated
model [152]. Sybil is another attack [151], which seeks
to simulate numerous end devices without interfering with
the FL protocol. An attacker may also try to eavesdrop

on the model updates during transmission to the aggregator
by a particular client, even though the adversary does not
have access to the client data or the aggregator. All these
attacks can mainly happen at the local device layer of
B5G/6G. However, during transmission, an attacker can also
launch a man-in-the-middle attack such that they can forward
malicious data or perform eavesdropping at upper layers.
Gradient leakage attacks are another main attack

type [153] that exploits the gradients shared by clients
to reconstruct sensitive training data. By analyzing these
gradients, attackers may attempt to fully or partially recover
the private training data of the clients. In free-rider attacks,
malicious clients avoid contributing meaningful data or
computation while still benefiting from the collective model,
which can be commercially valuable or highly sensitive
to user data [154]. Another key concern is model stealing
during training, where adversarial clients attempt to steal
the ownership of the client models, their contributions and
watermarks [155].
In 6G, the large-scale, decentralized nature of networks

with massive IoT devices, edge computing, and critical
applications such as healthcare and autonomous systems
increases the risk of training phase attacks. Compared to 5G,
6G’s reliance on distributed FL models across a broader and
more diverse range of devices means attackers have more
entry points to inject malicious data or manipulate models.
The increased heterogeneity of data sources in 6G also
complicates detection, making such attacks more challenging
to mitigate than in the relatively centralized 5G networks.

3) INFERENCE PHASE ATTACKS

Inference phase attacks involve inferring attributes of the
training data through trained model parameters. Examples
of inference attacks include membership inference, model
inversion, and property inference attacks [145]. Here, the
attacker captures model parameters through different means,
such as eavesdropping and compromising the client or the
aggregator. The attacker then attempts to infer information
on the training data of the captured victim’s model through
its predictions. For this, the attackers may create their
own dataset containing the required infer properties. The
differences in the output of the victim’s model on target
properties can reveal information about the training data.
To identify these differences, the attacker feeds this data
to another ML model called the attack model, which is
designed by the attacker and it attempts to reveal the
private information of the victim’s target dataset. These
attacks can occur at the service aggregator or at intermediate
B5G/6G layers if eavesdroppers can illicitly obtain local
client models.
Additionally, evasion [156] of defense mechanisms in

FL is a growing concern. Here, attackers may exploit the
advanced connectivity and adaptive capabilities of 6G to
evade security measures that aim to protect the model. With
6G’s support for enhanced edge computing and real-time
data processing, attackers can craft more precise and frequent
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attack queries and data at a rapid rate, increasing the risk of
bypassing the safeguards.
The richer context and more critical nature of the data

in 6G make property inference attacks more trivial and
threatening, as attackers can extract private attributes beyond
the intended model output, making privacy harder to protect
compared to 5G.

B. PRIVACY THREATS IN COMMUNICATION AND
STORAGE
Future B5G/6G networks can face numerous privacy issues
with increased interactions among devices, ease of entering
as third-party services, and sharing of user data for applica-
tions based on classical centralized approaches followed in
AI model training. We outline the following challenges that
could occur in such a setup:

1) DATA EAVESDROPPING

Eavesdropping of client data during generation, storage, and
transmission in B5G/6G can be considered a significant
privacy issue if the data consists of attributes or properties
that are linked to a natural person’s Personally Identifiable
Information (PII) [157]. Furthermore, even if it is not linked
with individuals, it could still raise a critical privacy issue
if it consists of sensitive non-personal data [158], [159]
related to a legal entity like an organization. Therefore, direct
transmission of big data via B5G/6G networks can pose a
significant threat to adversaries with respect to all layers. The
adversaries can be both insiders or outsiders, who tend to
eavesdrop via means such as side-channel attacks [160] for
exploiting weaknesses in the encryption process [161]. If FL
is implemented, even if an attacker eavesdrops on the model
during the transmission or on the server side, the information
that can be obtained is relatively limited compared to the
actual data. If coupled with a privacy preservation technique
described in Section V, revealing private information from
FL models will be practically difficult for an attacker.
The highly decentralized architecture and reliance on edge

computing in 6G increase the risk of opening gateways to
possible attacks like data poisoning or inference. While 5G
already faces eavesdropping risks, 6G’s expansion in device
connectivity and network complexity amplifies this issue,
making secure encryption and privacy-preserving protocols
essential to prevent unauthorized access to sensitive data as
it travels across the network.

2) UNAUTHORIZED ACCESS

An adversary can also actively attempt to gain access to the
ML training process at different layers of 6G. The client
layer would be the easiest to access due to vulnerabilities of
the end user devices and social engineering [162]. However,
the privacy leakage will mainly be limited to the owner of
that particular device. The issue would get more critical if
the upper layers, where millions or even billions of devices
are connected and are accessed. In such a case, a high risk
exists for information leakage by observing the patterns of

model sharing, and the susceptibility exists for an attacker
to inject malicious models or backdoors into the aggregation
process. As solutions, many secure aggregation techniques
like pair-wise masking and homomorphic encryption-based
aggregation for FL exist [163], which are further discussed
in Section V.
In 6G networks, unauthorized access risks increase due

to the expanded attack surface with the decentralized,
edge-based FL systems. Unlike 5G’s more centralized
controls, 6G’s distributed architecture makes unified security
approaches more difficult, exposing vulnerabilities in access
control.

3) UNETHICAL ANALYTICS AND DATA MISUSE

Even the outsider attacks are avoided by security and privacy
measures in the B5G/6G network during transmission; in the
context of centralized ML, end-user data collected and stored
by third parties can potentially misuse them by performing
analytics [164]. Furthermore, these third parties can sell
the data to other entities without the permission of the
original data generator, whose intentions could be malicious.
FL, by default, can avoid a majority of such situations as
there is no data transfer between the data generator and
a third-party service provider. This will also support the
mitigation of the ambiguity and legal disputes on claiming
the ownership of data [165], where end users will get the
exclusive right to their data. However, the model behaviors
and evolution of the models can still be monitored by the
third-party aggregators by observing the continuous changes
in the model parameters from a unique client if plain FL is
used [166]. Moreover, by monitoring other properties in the
network like communication latency, IP addresses, FL global
cycle time, and quality of the model updates, an aggregator
and its third-party service provider may be able to identify
the information such as type and computational capacity of
the client device, approximate location and the quality of
data used for training.
While 5G networks are more centralized, making it easier

to monitor and regulate data use, 6G’s distributed architecture
enables service providers to potentially analyze FL models
without clear user consent. The increase in edge AI-based
analytics and sensitive data collection in 6G amplifies
this risk, making stricter privacy controls and transparency
measures more essential than in the relatively controlled 5G
environment.

4) LACK OF STANDARDIZATION AND TRANSPARENCY

In B5G/6G, end-user environments such as IoT can pose
a relatively higher vulnerability of getting exploited by
attackers due to reasons such as less frequent device updates,
dense availability, less stringent privacy preservation mech-
anisms, and lack of standardization in resource-constrained
devices [167], [168], [169]. The privacy guarantees on data
provided by the organizations or services can also vary
depending on the region, where no unified minimum
protection standards are defined. Furthermore, even when
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data is transmitted to third-party services, they may not
fully disclose the applications that user data is used in. This
makes it difficult for a general user to trust service providers.
With FL, such problems can generally be mitigated. FL
can provide a unified mechanism for privacy-preserved
distributed model training since many different types of ML
models can be aggregated together. Then, data storage at
the local devices is the only requirement that needs to be
strengthened. Yet, FL itself can have multiple approaches for
architectural designs as described in Section II, where the
privacy-preserving techniques applied for one approach may
not be suited for another. For instance, algorithms available
for robust aggregation in a centralized FL may not be fully
applicable in a P2P FL scenario. This is because an adversary
can craft malicious updates to evade such defenses as the
attacker knows the defense strategy of robust aggregation
in the P2P FL scenario due to the requirement of sharing
of aggregation protocol across all clients. However, new
standards for FL for critical applications are continuously
being proposed [170], and they can provide even better
privacy protection in the future.
While 5G has established protocols and frameworks,

6G’s rapidly evolving decentralized architecture and diverse
applications can have diverse data handling, privacy, and
security approaches. This can lead to inconsistencies in how
FL models are managed and increases the potential for
opaque practices, such as unethical data use or exploitation.
Without standardized guidelines, it becomes difficult to
ensure transparency in model training and data analytics,
leading to a higher risk of privacy violations than in 5G,
where regulatory structures are more established.

C. WHERE DO THE FL ISSUES OCCUR IN THE 6G
ARCHITECTURE?
There are many current discussions in the relevant literature
about the privacy of B5G/6G. The survey in [157] provides a
general overview of privacy concerns, problems, and possible
solutions in B5G/6G networks. They consider that privacy
issues arise in multiple layers of a 6G vision architecture
proposed in [171]: 1) Smart sensor layer, which includes AI-
driven IoT sensor devices and the edge AI; 2) Data mining
and analytics layer, on which operations such as storage,
knowledge discovery, and data filtering are performed,
3) Smart control layer, which performs management and
orchestration, and 4) Smart application layer, on which 6G
applications and related third-party services are operated.
Fig. 7 shows an overview of the main FL-based com-

ponents operating at each layer and the associated privacy
challenges. This multi-layered architecture for an FL system
within a 6G network highlights the various components,
processes, and associated privacy and security challenges.
Considering the top level, which is the smart application

layer, AI applications are used in various fields such as
industrial automation, smart health, and transportation. It
should also define interfacing among multiple application-
level components and should establish proper communication

FIGURE 7. Overview of usage of FL over 6G vision layered architecture and
potential privacy challenges.

among them. This layer focuses on regulations, requirements,
and communication interfaces. It contains templates for AI
models that adhere to the specific business requirements
and regulations. At this level, some challenges are unethical
consumer analytics with the misuse of consumer data for
unethical analytics, lack of transparency with insufficient
transparency in data processing and handling, and lower
standards for privacy and security by implementing privacy
and security standards that are below the optimal level.
Below the smart application layer, the Intelligent Control

Layer handles server-side aggregation, model management,
and monitoring using the blockchain for secure operations.
This layer also includes access control to prevent unautho-
rized data access and insider attacks. In this layer, control and
scheduling interact with server-side aggregation to manage
the AI models. Access control ensures that only authorized
personnel can access the data and models. It oversees
the activities of the entire FL process. Blockchain-based
model storage acts as a secure storage, and decentralized
FL operations can also be performed using blockchain
technology and are located between the intelligent control
and edge layers. Potential security and privacy challenges
at this level include unauthorized access to sensitive data,
insider attacks initiated by authorized personnel within the
organization, and the injection of malicious aggregation
updates that introduce false updates into the aggregation
process.
The Intelligent Edge Layer focuses on hierarchical and

edge-level data aggregation, with mechanisms for model
sharing across different silos while highlighting risks like
eavesdropping and data reconstruction. Potential security and
privacy challenges in this layer include eavesdrop model
updates where unauthorized interception of model updates
occur, reconstruction of original data where inferring or
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TABLE 6. Privacy issues and its impact on B5G/6G architectural layers.

reconstruction of original data from aggregated information
is enabled, and client information inference to determine
sensitive client information through analysis.
At the base, the Sensing Layer includes mobile devices,

IoT, and smart vehicles that collect and preliminarily
aggregate data, facing challenges such as malicious devices,
data poisoning, and security vulnerabilities. Potential security
and privacy challenges at this level include malicious
client devices that are at risk of intentionally corrupting
data, eavesdropping, and poisoning local data through
unauthorized access and malicious data manipulation, and
exploiting weaker security measures to gain access to
systems with weaker security measures. In terms of data
flow and interactions, data flow begins in the sensing layer,
where devices collect and possibly aggregate data. This
data is then sent to the intelligent edge layer for further
aggregation and initial sharing of models. The aggregated
data and models are forwarded to the intelligent control
layer for centralized control, scheduling, and monitoring.
Finally, the smart application layer uses this data and
models for various applications, adhering to regulations
and requirements. Table 6 provides some key overlapping
threats and attacks across multiple layers of 6G. This 6G
architecture highlights the importance of securing each layer
to protect the overall integrity and privacy of the FL process
in a 6G network. Each layer interacts to ensure efficient
data processing and AI model application while addressing
specific security threats and maintaining privacy through
measures such as blockchain storage and stringent access
controls.

V. PRIVACY ENHANCING MECHANISMS FOR FL IN 6G
Privacy-enhancing mechanisms refer to a broad class of
technologies designed to safeguard various dimensions of
privacy, including data confidentiality, user anonymity, and
data integrity. Several privacy-preserving mechanisms have
been proposed in the recent literature, e.g., [17], [41],
[105], [172], [173], to enhance the resilience of FL against
privacy attacks. These solutions mainly include DP, SMC,
model masking and cryptographic techniques such as HE.
They focus on different aspects of privacy, such as keeping
data confidential, ensuring users remain anonymous, and
making sure that the data being processed is accurate.
For example, HE helps maintain data confidentiality by

FIGURE 8. Possible privacy-enhancing solutions to mitigate privacy-related threats
in FL.

allowing computations to be performed on encrypted data
without ever revealing the original information. SMC keeps
data confidential and ensures user anonymity, as it enables
collaboration without exposing individual data inputs. DP
focuses on protecting user identities by adding random noise
to data, preventing personal details from being uncovered in
aggregated results. Model masking further safeguards data
by ensuring that sensitive information does not leak during
machine learning model training.
Additionally, technologies such as Blockchain contribute

to maintaining data integrity and security by offering a
decentralized and tamper-resistant approach to storing data,
which ensures that information remains intact and unaltered
across a distributed network. These privacy-enhancing mech-
anisms are essential for addressing the unique challenges
posed by the decentralized and data-heavy nature of 6G
environments. Fig. 8 provides an overview of the potential
privacy issues and their applicability over different layers in
the 6G architecture. Next, we further discuss each of these
solutions in detail.

A. DIFFERENTIAL PRIVACY
The notion of DP is based on giving plausible deniability to
the participants, generally by adding random noise to their
inputs [174]. FL can, therefore, apply DP-based techniques
to guarantee privacy for its users, even if the model updates
are captured by an adversary since the models trained via
techniques like Differentially Private Stochastic Gradient
Descent (DP-SGD) [175] can minimize the leakage of data
through DP-based noise.
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The (ε-δ) DP is formally defined through the following
inequality [176]:

Pr[M(x) ∈ S] ≤ eεPr
[
M(y) ∈ S

] + δ, (1)

where the randomised algorithm M gives ε-DP if datasets x
and y differing on at most one element ∀S ⊂ Range(M). The
value ε is called the privacy budget, and δ is the probability
of privacy leakage, which is a constant. However, the work
in [177] shows that the model accuracy may get reduced
with noise through DP. The authors in [178] apply Local
Differential Privacy (LDP) to provide privacy guarantees for
FL model parameter updates and a collaborative training
approach for utility-aware perturbations to prevent uncon-
trolled noise. They also mention that the LDP mechanism
can protect FL from inference attacks.
In the context of B5G/6G, DP can be applied at the device

layer, where end users can introduce a controlled noise via
DP-based aggregation. This step is relatively simple and
has lesser computational complexity as noise is randomly
generated and added to the model or data. Furthermore,
no additional communication overhead can be expected as
the structure and architecture of the model parameters will
remain the same. It could support various user devices in
future networks since the algorithms and noise bounds are
well-defined and implemented as DP-based wrappers [179].
However, the issue of reduction of model accuracy comes
as a significant trade-off for DP [180], [181], as it limits the
utility of the FL models.

B. SECURE MULTI-PARTY COMPUTATION
SMC enhances privacy in FL by enabling multiple partici-
pants to jointly compute aggregated model updates without
revealing individual data. It divides the model parameters
into secret shares among participating devices [173]. Each
device holds a share of the model and collaborates through
secure protocols to perform computations on its share.
These computations, such as addition and multiplication, are
executed without disclosing the actual model parameters.
Only the final aggregated result is obtained, ensuring
individual contributions remain confidential throughout the
process. B5G/6G services can adopt SMC so that malicious
aggregators cannot isolate any targeted client. This helps
mitigate several privacy-related issues in B5G/6G with
FL, including privacy leakage via model memorization
since the end server will only get the aggregated models.
Thus, it will also mitigate the possibility of inference
phase attacks and build trust among end users to con-
tribute more to the FL-based services in B5G/6G. In FL,
SMC can be efficiently implemented using a technique
such as secret sharing, such as Shamir’s Secret Sharing
scheme [182], [183]. In this setup, each participant splits
their secret (e.g., model update or gradient) into multiple
shares. Let si represent the secret from participant i, and
let N denote the total number of participants. Each secret
is divided into N shares, where a share for the client j can

be presented as Sji. Hence, the original secret is the total of
s = S1

i + S2
i + · · · + SNi .

In FL, when each participant has received their shares,
they send them to a trusted aggregator or a subset of devices,
which securely sums the shares to reconstruct the global
model update. The total sum of all secrets si is calculated
by summing the shares from all clients as:

S =
N∑

i=1

si =
N∑

i=1

(
S1
i + S2

i + · · · + SNi

)
(2)

Therefore, the final result S is the aggregated value of all
participants’ contributions, and privacy is preserved, as no
individual can learn another participant’s full secret. This
method enables privacy-preserving aggregation in FL over
6G networks, as 6G provides the required communication
capacity to split the shares and establish rapid communica-
tion.
SMC can also be combined with other approaches like DP.

Authors in [184] use a hybrid approach of using both SMC
and DP, where they attempt to reduce the utility loss from DP
by providing lower noise quantity through SMC. Importantly,
SMC ensures that privacy protection doesn’t compromise
model utility [185], as the final aggregated model can
remain accurate. Therefore, SMC is a powerful technique
that effectively safeguards privacy in 6G by enabling
collaborative model training without exposing sensitive data.
However, it also comes with tradeoffs, including heightened
communication overhead [185], which should be carefully
considered in designing privacy-conscious FL systems.

C. MODEL MASKING
Another approach for preserving privacy in FL model
updates is by using a mask on top of the original model
update, which gets canceled upon aggregation. For example,
work in [186] uses a self-canceling zero-mean uniform
noise mask on the model parameters during client model
training, which gets canceled over local epochs. This helps
mitigate privacy leakage if an adversary accesses the local
models during the training phase. Further, the noise is added
during model transmission, where individual clients’ noise
additions will be mitigated over many client contributions.
Work presented in [187] provides a dual-masking framework
to prevent model inversion and model poisoning attacks
by partially updating model weights with masks for two
layers. Additive pairwise masking is another approach where
two trustworthy clients agree on a random mask, which
gets canceled out when aggregated at the server [188].
This makes any malicious or curious server unable to learn
about the individual clients. Since the computation overhead
for calculating masks is relatively low, B5G services could
utilize this technique in applications where lightweight
computations are possible, such as IoT edge and resource-
constrained user devices. However, if the mask is known by
the attacker, the model will be recoverable. Thus, it should
be kept private and secure.
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D. HOMOMORPHIC ENCRYPTION
HE offers a compelling application within the context of
FL for the evolution into B5G/6G networks. Allowing com-
putable functions on encrypted data enables secure model
aggregation without exposing the model parameters [189].
This approach ensures robust privacy guarantees while
maintaining model utility. In HE, each client encrypts their
local model update before sending it to the central server,
ensuring that their raw data is never exposed. Let si represent
the secret, such as the model update or gradient from client
i, and let N be the total number of clients. Suppose the
encryption operation from the client i is Enc(si). HE allows
the server to perform aggregation without decryption as:

Enc(S) = Enc(s1) + Enc(s2) + · · · + Enc(SN) (3)

Here, the aggregator cannot learn the individual model
updates. It can only decrypt the encrypted version of
the global model S via a decryption function as S =
Dec(Enc(s)). Therefore, it makes the individual updates
confidential.
The work in [190] proposes a framework for FL using

a partially HE scheme and shows that accuracy deviation
with the mechanism is less than 1%. Despite these benefits,
this technique comes with trade-offs. The authors show that
increasing key lengths also increases the time taken for
aggregation. Thus, the computational cost and complexity
associated with HE can be significant [190], [191], espe-
cially for resource-constrained IoT devices in the dynamic
and data-intensive environments of B5G/6G networks.
Furthermore, HE prevents any inspection of client models,
thus, requiring all the clients to be trustworthy. Therefore,
they may be of limited use when there are untrustworthy
clients performing model poisoning [192]. However, in cases
where FL is done at higher layers in the B5G/6G architecture,
where the parties involved are resourceful (e.g., cross-silo
FL among multiple organizations), this approach can provide
strong protection against privacy leakages.

E. BLOCKCHAIN-BASED MECHANISM IN FL
Blockchain can be incorporated in developing privacy-
preserved model sharing [193] through a tamper-proof ledger
to improve transparency. FL architectures such as P2P FL
can incorporate blockchain with techniques such as SMC
to make scalable and fault-tolerant defenses against attacks
through consensus mechanisms [193], [194]. It can also
provide incentive mechanisms for honest clients for their
trustworthiness and encourage them to high-quality model
updates [71]. However, issues such as latency [195] and
computational costs [196] for mining and validation are seen
as trade-offs when integrating blockchain.
When considering privacy-preserving FL for IoT and

edge computing with blockchain, work in [71] focuses
on blockchain-based privacy-preserving FL for IoT devices
ensuring secure model updates. Authors in [88] intro-
duce a decentralized privacy-preserving framework using
blockchain and FL in fog computing, while [197] proposes a

privacy-preserving framework using FL and blockchain for
IoT healthcare data. Additionally, [198] discusses integrating
FL and blockchain for privacy protection in IoT, [199]
proposes a multi-layered security FL platform for IoT using
blockchain, [200] focuses on blockchain-enabled FL for
privacy-preserving deep learning in industrial IoT systems
and [201] discusses the use of blockchain and FL in
healthcare IoT systems for privacy and fraud prevention.
For privacy-preserving FL in vehicular networks using
blockchain, [202] proposes a blockchain-based FL scheme
for privacy in the Internet of Vehicles (IoV), [203] proposes
a blockchain solution for privacy-preserving FL in IoV,
ensuring secure updates. Reference [204] provides a compre-
hensive survey on blockchain and FL integration in vehicular
IoT networks, [205] discusses a blockchain-based privacy-
preserving FL system for detecting cyber threats in intelligent
transportation systems and [206] proposes “ShareChain,” a
blockchain-enabled model for secure patient data sharing
using FL in healthcare.
For blockchain-enabled privacy-preserving FL in health-

care, authors in [207] focuses on blockchain-enabled FL
for privacy in healthcare systems. For privacy-preserving
and verifiable FL using blockchain, authors in [208] present
a blockchain-based, privacy-preserving, and verifiable FL
method, a verifiable blockchain-based FL approach is
proposed in [209], ensuring secure model updates. Authors
in [210] introduce a Byzantine-robust, privacy-preserving FL
system using blockchain, and the paper in [211] discusses
a blockchain-based reputation-aware FL system for enhanc-
ing trust. For blockchain-enabled FL with decentralized
learning, the paper in [212] proposes a blockchain-based
FL model for privacy-preserving traffic flow prediction,
authors in [213] integrate blockchain and FL for privacy-
preserving mobile crowdsensing, the paper in [214] presents
a blockchain-enabled FL design for privacy preservation in
decentralized environments, authors in [215] introduce a
privacy-preserving blockchain-enabled FL model for B5G-
driven edge computing, the paper in [216] proposes a
privacy-preserving blockchain-based FL system for large-
scale decentralized machine learning and the paper in [217]
proposes “Artificial Identification,” a novel privacy frame-
work for FL based on blockchain. Finally, opportunities and
challenges in FL and blockchain integration are highlighted
in [38] to explore the overlap of FL and blockchain in edge
computing and discuss challenges and opportunities.

F. OTHER POSSIBLE PRIVACY ENHANCING SOLUTIONS
Other notable mechanisms for FL include solutions such as:

• Federated knowledge distillation - transferring knowl-
edge from a fully trained model to an alternative
model [218]. This can prevent the sharing of original
model parameters; instead, knowledge is shared through
the alternative model [41]. However, the reduction in
efficacy or the loss of knowledge is a problem to be
addressed, and designing effective transfer models is
another challenging concern [219].
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TABLE 7. Summary of main privacy preserving techniques in FL, their methodology and limitations.

• Robust aggregation - robust aggregation techniques
can play a pivotal role in addressing critical privacy
concerns such as backdoor poisoning [220], [221] in the
training phase of FL for B5G/6G. Robust aggregation
methods incorporate mechanisms to detect and filter out
anomalous or adversarial contributions [222], ensuring
that the collaborative learning process remains resilient
against privacy breaches, thereby safeguarding the
global model’s integrity of the service provider. An issue
that may be concerning is the possibility of filtering
out honest updates mistakenly categorized as malicious,
thus losing the possibility of aggregating important
contributions. Especially for non-IID clients, FL robust
algorithms can struggle to detect poisoners from honest
clients [223].

• Trusted Execution Environments (TEE) - TEE can be
incorporated in local model training and on servers
for secure aggregation, such that model parameters
are hidden from adversaries [224]. This method helps
mitigate inference by an external attacker on clients or
the aggregator. However, TEE assumes the availability
of honest clients for aggregation while the aggregator
properly uses TEE to establish secure communication

TABLE 8. Privacy solutions and their applicability in addressing the issues in FL.

with the clients. This may only be applicable to limited
trusted entities.

A summary comparison of these discussed privacy solu-
tions is given in Table 7, including their advantages and
limitations. Furthermore, Table 8 provides the applicability
of each solution to ameliorate the issues in FL. In addition,
Figure 8 presents information on where the solutions are
best suited to be implemented at the 6G vision architectural
layers.
All these solutions have strengths and limitations. The

trade-offs may be evaluated, especially when applied to
resource-constrained B5G/6G IoT environments, considering
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the utility and practicality of implementing the solutions with
limited resources.

G. PERFORMANCE TRADE-OFFS OF PRIVACY
ENHANCEMENT MECHANISMS
Individual privacy mechanisms have their unique trade-offs
when practically implementing them. However, these issues
will impact the underlying 6G network performance as
well. Following problems can be identified with privacy-
preservation techniques on large-scale FL implementations,
which would affect the model training life-cycle of FL and
put a stress on the 6G network:

1) COMMUNICATION OVERHEAD

One of the major trade-offs against the implementation of
privacy-enhancing mechanisms in FL within the context
of 6G is that techniques such as SMC require heavy
exchange of data, with many steps of encryption and
decryption involved [228], [229]. This significantly inflates
the communication overhead. Furthermore, when DP adds
noise into model updates, it makes the FL system run more
iterations to achieve the same level of accuracy without
privacy. This increased traffic can further strain the resources
of the 6G network, especially in scaling up to millions
of IoT devices. While 6G will come with ultra-high data
rates and low latency, privacy mechanisms indeed challenge
the efficiency of FL by consuming more bandwidth and
causing possible delays, hindering the real-time decision-
making process in applications sensitive to latency, for
instance, driving autonomously or monitoring healthcare
remotely.

2) MODEL UTILITY DEGRADATION

Several privacy-enhancing mechanisms in FL often lead to
a decrease in model accuracy. DP adds random noise to
model updates to obfuscate individual data contributions,
reducing the likelihood of re-identification and introducing
inaccuracies in the learning process. For 6G networks, which
will process data from a diverse range of devices, such as
IoT sensors and edge devices, this loss in accuracy could
have significant consequences, particularly for applications
that require high precision, such as predictive maintenance
in smart factories or personalized healthcare systems. The
challenge is to balance the degree of privacy protection
with an acceptable level of accuracy, as overly stringent
privacy measures may render models less effective in
practice, undermining the potential of 6G to enable AI-driven
automation. In [230], the accuracy of FL models is heavily
penalized with the Gaussian DP, where the accuracy of the
aggregated models without DP reaches over 90%, while
when using DP, it does not converge the models, and the
overall accuracy remains less than 10%. Figure 9 provides
the overall accuracy differences over 10 FL iterations as
presented in [230]. It shows that the model does not tend to
converge if high DP is applied. However, without any DP,
it can converge well. Furthermore, the time taken to run the

FIGURE 9. No privacy vs. with DP over FL training [230].

local epochs with DP is significantly high compared to a
scenario with no privacy.

3) ENERGY CONSUMPTION

Energy consumption is a significant concern in FL as the
iterative process of local model training and frequent commu-
nication of model updates between numerous edge devices
and central servers can lead to substantial energy usage [77].
This issue is intensified in 6G environments, where resource-
constrained devices like IoT sensors and mobile devices are
prevalent, making energy efficiency critical for prolonged
operation. With millions and billions of devices, a small
percentage of increased energy consumption will heavily
impact the global energy demand and could potentially
impact the environment and cause a heavy increase in costs
for organizations and states. Moreover, the incorporation of
privacy-preserving techniques such as DP and HE increases
the demand for computation [228], [231], further elevating
energy consumption on edge devices. Addressing these
challenges requires the development of energy-efficient FL
algorithms, optimized communication protocols, and energy-
aware scheduling strategies to minimize energy expenditure
without compromising learning performance or privacy in
6G networks.

4) COMPUTATION COMPLEXITY

Privacy-preserving mechanisms like HE and SMC intro-
duce substantial computational complexity [228], [231].
These techniques are computationally expensive because
they require additional cryptographic operations, which can
significantly slow down the training process, especially
when deployed on resource-constrained edge devices. As 6G
moves towards edge computing and distributed intelligence,
FL will rely heavily on devices with limited computational
power, such as IoT sensors or smartphones. Implementing
privacy mechanisms in such devices could reduce the overall
system’s efficiency and scalability. Moreover, since 6G
is expected to handle vast amounts of data in real-time,
the added computational burden might compromise the
network’s ability to manage time-sensitive tasks like traffic
control or industrial automation.
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5) SCALABILITY ISSUES

The scalability of FL in 6G networks is challenged by privacy
mechanisms, particularly when deployed in large networks
with thousands or millions of devices. Techniques such as HE
and SMC become less efficient as the number of participants
grows due to the need for increased cryptographic operations
and more complex secure communication rounds. Moreover,
computation costs on robust aggregation algorithms that
inspect each model update can drastically increase over larger
number of clients [221]. As 6G aims to support massive
device connectivity, especially in the context of IoT and
edge computing, scalability is a crucial factor. Implementing
privacy mechanisms across such vast networks without
compromising performance will be difficult. The increased
computational and communication overhead may limit the
capacity of FL systems to scale while maintaining strong
privacy guarantees, which could reduce the effectiveness of
large-scale AI-driven applications.

6) IMPACT ON INTERPRETABILITY

Implementing privacy-preserving techniques such as DP,
HE, and SMC in FL for 6G networks can significantly
impact model interpretability and explainability due to the
added complexity of privacy preservation. These techniques
often introduce additional obfuscation to safeguard user data,
which can obscure the internal workings of ML models. For
example, as we discussed, DP adds noise to model updates
or outputs to prevent the leakage of individual data points,
potentially it makes harder to understand how individual and
specific features influence the model’s predictions, which can
lead to difficulties in understanding the model behaviours and
justify its outputs [232]. HE and SMC enable computations
on encrypted data without revealing the underlying inputs,
limiting access to intermediate computations that are often
used for interpretability analyses. Moreover, the decentral-
ized nature of FL means that training data remains on local
devices, reducing transparency and making it challenging
to perform traditional interpretability methods that rely on
direct access to data and model parameters. This impact
on interpretability underscores the need for developing new
techniques and tools that can provide insights into model
behavior without compromising privacy.

7) IMPACT ON FL ROBUST DEFENSES

Integrating privacy-preserving techniques into FL for 6G
networks introduces significant challenges to implementing
robust defenses against adversarial attacks. While these
techniques enhance user privacy by obscuring or encrypting
data and model updates, they can also hinder the detection
of malicious activities like model poisoning or backdoor
attacks. For instance, DP adds noise to model updates to
protect individual data, which can diminish the effective-
ness of anomaly detection methods that rely on precise
gradient information to identify corrupt updates, making it
difficult to differentiate between honest or adversarial clients.
Furthermore, techniques like DP are vulnerable to model

poisoning attacks, as these DP functions are easy access
to perform mutations in the model [233]. This makes the
attacks more stealthy and difficult to be detected by robust
algorithms. Moreover, HE and SMC encrypt computations
and communications, limiting the aggregation server’s ability
to inspect individual model updates for irregularities. This
encryption prevents the application of traditional robust
defense mechanisms that require access to raw gradients
or parameters to function correctly. As a result, the use of
DP, HE, and SMC in FL necessitates the development of
novel defense strategies that can operate under these privacy
constraints, ensuring that FL systems remain secure against
adversarial threats while upholding the stringent privacy
requirements of 6G networks.
Table 9 provides a summary of the discussed performance

trade-offs and the potential solutions that can be applied to
mitigate them.

VI. PRIVACY PRESERVATION AT DIFFERENT 6G LAYERS
When equipped with proper privacy-enhancing mechanisms,
FL can be a powerful distributed PPML for future networks.
The following subsections discuss privacy benefits when
using FL for B5G/6G-related applications and services at
each 6G vision architecture layer.

A. PRIVACY PRESERVATION AT THE B5G/6G DEVICES
FL can provide a significant advantage for local client
devices for maintaining the privacy of private and sensitive
data, giving users more control. FL can also be used over
many end-user devices, mobile phones, wearables, sensor
equipment, and IIoT-based equipment, which provides more
possibility for addressing privacy issues for a wide range
of user bases across numerous applications that require
ML. It promotes data localization, where massive data
generated from B5G/6G devices will remain at the individual
devices. In many jurisdictions, data protection regulations are
becoming more stringent for end devices such as IoT [234].
FL can help organizations comply with these regulations by
minimizing the need to collect, store, and transmit sensitive
data from the devices they provide the service to. It inher-
ently reduces raw data sharing, thus reducing the overhead of
computationally expensive encryption techniques. However,
as the device layer can be considered highly vulnerable
to attacks, it is important to implement privacy-enhancing
techniques at the devices. Local DP [235] added at the
device level can further increase the privacy of local models
shared by the clients. Furthermore, lightweight encryption
techniques [236] and increased security measures at user-
level access can be employed to minimize the risks of privacy
leakages.

B. OVER THE AIR FL FOR NETWORK PRIVACY
OTA FL performs aggregation by signal superposition of
wireless multiple-access channels [227]. The work in [237]
presents an OTA FL with anonymized devices for transmis-
sion. Here, the devices can simultaneously and efficiently
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TABLE 9. Performance trade-offs of privacy enhancement mechanisms and possible solutions

transmit the uncoded model updates using the available
spectrum. Here, uncoded refers to the transmission of models
without considering error-correction codes in case of noise
disruptions in the channel. In the uncoded transmission of
FL implementation, the induced channel noise added to the
original updates can be used directly as an advantage by
considering it as a free privacy-inducing mechanism [238].

To measure the noise level in a differentially private manner,
the authors in [238] use signal-to-noise ratio (SNR) to
maintain an acceptable level of learning performance. We
will further discuss differential privacy in Section V. Adding
quantifiable noise naturally through this mechanism can
reduce any extra computation costs for manually applying
noise via differential privacy algorithms. Therefore, OTA FL
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TABLE 10. Summary of related work for privacy of FL and its applicability on 6G

can be considered an attractive privacy-preserving strategy
for wireless 6G networks when aggregating FL models over
the network.

C. PRIVACY PRESERVATION AT THE B5G/6G EDGE AI
Limiting data exposure [239], [240] to external parties is a
possible way of mitigating unintentional privacy leakages.
One of the strategies to implement this in 6G is by bringing
AI closer to the IoT edge [241], [242], where data and
decisions are shared within the closer proximity of the data
owners or the end users. This can be referred to as edge

AI [243], [244]. With this approach, it will be easier to
manage data privacy since they will be shared within a
limited scope. Future B5G/6G networks are expected to
include edge AI as a key enabler for greatly improved QoS
and low latency communication [245], [246]. However, if
centralized client-server-based ML is considered to train
edge AI models, data from IoT sensors and user devices
may still be transmitted to the edge server, which can lead
to privacy leakages. Therefore, the question of achieving
ML model training while keeping data private needs to be
answered.
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FIGURE 10. Aggregator and client-based FL system with IoT.

To address this question, FL is emerging as a PPML
solution [7], which can be implemented at the edge. It aims
to provide high-quality ML models while maintaining data
privacy. Since data used in FL does not need to be moved
from its original source, and the ML models are trained
locally near the data source and aggregated remotely to create
a global model, data privacy is protected with safety within
the user premises. Thus, multiple IoT devices can act as
workers to communicate with the edge server aggregator
without sharing actual datasets [38]. Many recent works
show the feasibility of FL to be implemented at the IoT edge
as a privacy-preserved edge AI technique [46], [73], [247],
[248]. A typical FL system with IoT clients at the edge and
an aggregator is shown in Fig. 10.
Here, the aggregator can be either an edge or a remote

cloud server. It can also have hierarchical model updates,
where models will be aggregated at multiple levels of edge
and cloud [85]. FL is designed to protect the privacy of
individuals who contribute to the training process. Thus,
6G can utilize this distributed ML technique at the edge
of AI to fulfill the requirements of ML-associated service
functionalities while preserving privacy.

D. ENHANCING PRIVACY WITH FL-DRIVEN INTELLIGENT
NETWORK MANAGEMENT AND ORCHESTRATION
The privacy of AI-driven network management tasks can be
enhanced using FL. When managing multiple services, it
may be necessary to make automated decisions based on the
properties of services. Exposing them directly to the manage-
ment layer can create a risk of leaking sensitive and private
business data from these services since these management
and control components can get compromised, be honest but
curious, or malicious. This can create a lack of trust among
service providers in the upper layer to share such information
directly. In such cases, FL can be provided as a solution by
facilitating distributed model training without sharing private
data. For example, the work in [59] uses FL for predicting
network slice performances where models trained on service-
oriented privacy-sensitive Key Performance Indicator (KPI)
are shared by slice managers without directly exposing KPIs

to the slice orchestrator. Another requirement in achieving
zero-touch network management is to automate the detection
of any malicious entities in the networks. For this, ML
models that can detect anomalies in network traffic may be
required; however, they could contain sensitive information
if the individuals or devices who consume these services
can be traced. Therefore, FL can provide an alternative
approach by allowing privacy-preserved local training of
such detection and defense models based on individual
data [99], [249].

E. PRESERVING PRIVACY FOR 6G ASSOCIATED
SERVICE APPLICATIONS WITH FL
Many applications serving as B5G/6G-based services can
use FL to manage their internal data and collaborate among
multiple services. For example, vertical FL can facilitate joint
training of ML models based on data with fewer overlapping
features. This may resemble a scenario where multiple
services are provided by different applications for the same
consumer base. It could be beneficial for applications like
Metaverse, where numerous services should collaborate at
high speeds to maintain better QoS and provide a seamless
experience to users. FL done by a distinct set of clients is
also termed as cross-silo FL [250]. One feature that could
arise in cross-silo FL is the relatively small number of
collaborators compared with cross-device FL, which can be
millions of devices. Therefore, proper privacy mechanisms
are an essential requirement for the models that organizations
contribute to the FL process. Another key issue emerging
here is the central server, where no party involved in sharing
the models can no longer trust the other collaborators unless
the services are provided by the same organization. In
such cases, many approaches are available that perform
decentralized aggregations, and blockchain is often used for
transparency and decentralized control. Examples include the
work in [251], which employs an FL framework for multiple
organizations with decentralized aggregation and blockchain
for verification and reward based on the quality of model
updates.

VII. FEDERATED LEARNING PRIVACY IMPLEMENTATION
IN 6G USE CASES
Integrating FL Privacy mechanisms such as DP, HE, and
SMC techniques in 6G networks addresses key privacy
challenges. This section outlines three specific use cases
demonstrating how these technologies can be applied in 6G
networks.

A. FEDERATED LEARNING FOR REAL-TIME CROWD
SENSING IN 6G-ENABLED ULTRA-DENSE
ENVIRONMENTS
In ultra-dense environments, 6G’s high bandwidth and low
latency support FL for real-time crowd sensing [252].
Devices train models locally on sensed data, sending only
encrypted model updates to an edge server, avoiding raw
data sharing. This distributed learning approach reduces the
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FIGURE 11. Crowdsensing among multiple domains and securely sharing the FL
models.

risk of privacy breaches and minimizes the network load,
as raw data transfer is replaced by periodic model updates.
The edge servers can aggregate these updates from numerous
devices, building a global model that reflects crowd insights
without compromising individual privacy [253]. Scenarios
like crowd density estimation, environmental monitoring, or
public safety alerts can be developed via this FL-enabled
approach.
Figure 11 provides an overview of the mobile

crowdsensing-based FL in a 6G network. Multiple domains
with highly dense networking environments like urban smart
vehicle traffic, public offices or private home complexes can
utilize FL to collect signal data like Received Signal Strength
(RSS) locally and train FL models without exposing exact
information about the signal sources. Moreover, DP can be
applied to device model updates, adding noise to prevent re-
identification. HE secures model updates in transit, enabling
aggregation without decryption and ensuring robust crowd
analytics and privacy.

1) IMPLEMENTATION CHALLENGES

Implementing FL with added privacy-enhancing mechanisms
like DP and HE in a real-time crowd-sensing environment
presents several challenges. Due to the limited processing
power of many user devices, especially smartphones, apply-
ing DP and HE may significantly increase computational
demands and latency, potentially impacting the real-time
responsiveness required for crowd management. HE’s inten-
sive computations can slow down edge-device interactions,
particularly in ultra-dense settings where many devices
simultaneously transmit model updates, increasing conges-
tion at the edge server. Additionally, the noise introduced by
DP can reduce the accuracy of crowd predictions, making
it difficult to achieve high-quality insights. Maintaining
synchronized encryption standards across devices compli-
cates seamless data aggregation at the edge. Moreover,
the differences in hardware and mobile devices in such

FIGURE 12. FL-based secure and private model sharing of vehicles and RSUs with
MEC.

diverse environments can make it further difficult to enable
a unified approach of encryption standards and processing
capabilities, which further complicates data aggrega-
tion, limiting the scalability and responsiveness in real
environments.

2) STRATEGIES TO ADDRESS CHALLENGES

To address these challenges, optimized encryption protocols
specifically designed for mobile devices can be employed
to reduce processing load. Offloading some computations
to nearby 6G-enabled edge nodes can help mitigate latency,
as these nodes can handle more intensive data processing.
Adaptive privacy mechanisms could also be implemented,
adjusting the level of DP noise based on crowd density and
ensuring the right balance between data accuracy and pri-
vacy. Utilizing specialized hardware, like mobile-optimized
encryption accelerators, could also help in processing
encrypted updates faster.

B. FEDERATED LEARNING FOR 6G-ENABLED
REAL-TIME AUTONOMOUS VEHICLE AND TRAFFIC
MANAGEMENT
The ultra-low latency of 6G networks enables real-time
management of autonomous vehicles and traffic systems
using FL to create adaptive AI models [252]. In this scenario,
autonomous vehicles, roadside units (RSUs), and mobile
edge computing (MEC) nodes collaborate to train local mod-
els on traffic and sensor data [254], sending only encrypted
model updates to a central model without transferring raw
data. This decentralized learning process allows for real-time
traffic predictions and collision avoidance strategies while
ensuring data privacy.
As shown in Fig. 12, MEC nodes and RSUs support

Federated Learning by aggregating model updates from
autonomous vehicles and other roadside sensors, such as
LiDAR and video surveillance cameras. These updates are
encrypted using HE, allowing MEC nodes to aggregate data
without accessing unencrypted information. SMC ensures
that model updates from different sources (e.g., vehicles and
RSUs) are aggregated privately, maintaining the confiden-
tiality of each data source. This collaborative approach in 6G
networks allows for efficient, privacy-preserving real-time
traffic and vehicle management.
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1) IMPLEMENTATION CHALLENGES

Implementing FL with HE and SMC in autonomous vehicle
and traffic management raises significant challenges, primar-
ily due to the ultra-low latency requirements essential for
safety-critical applications. The computational overhead of
HE can delay data processing, especially on devices with lim-
ited resources like RSUs. Additionally, SMC requires secure
and synchronized data communication between multiple
parties, which can be challenging in high-speed, mobile
environments with fluctuating network quality. Ensuring data
integrity and security during transmission over open network
channels adds another layer of complexity.

2) STRATEGIES TO ADDRESS CHALLENGES

To mitigate these challenges, leveraging the dedicated
infrastructure of 6G networks, such as MEC nodes located
near RSUs and autonomous vehicles, can reduce latency by
offloading complex computations to powerful edge nodes.
Hardware accelerators, including GPUs and specialized
encryption chips in MEC nodes, can enhance the processing
speed of HE and SMC. Implementing adaptive encryption,
where only essential or sensitive data is fully encrypted, may
also balance processing load and data security. Continuous
synchronization protocols across 6G-connected devices will
ensure the secure and efficient aggregation of model updates
in real-time.

C. FEDERATED LEARNING FOR INTELLIGENT TRAFFIC
MANAGEMENT IN 6G-ENABLED OPEN RADIO ACCESS
NETWORKS
Open Radio Access Networks (ORAN) leverage the flex-
ibility of 6G to support scalable and efficient network
management. In this scenario, FL is used to develop intel-
ligent traffic management models across distributed ORAN
nodes. Each ORAN node, such as base stations and edge
computing units, trains a local model on network traffic data,
adjusting parameters for load balancing, congestion control,
and resource allocation. These local models then send
encrypted updates to a central controller for aggregation,
enabling a global model without needing access to raw data
from individual ORAN nodes.
As shown in Fig. 13, MEC nodes within ORAN collect

and aggregate model updates using privacy-preserving meth-
ods. HE can be applied to these updates, allowing the MEC
nodes to perform computations on encrypted data without
decrypting it. SMC further enhances privacy by ensuring
that updates from various ORAN nodes can be aggregated
securely, preventing any single entity from gaining full access
to the underlying data. This approach enables the develop-
ment of adaptive, real-time traffic management models that
respect user privacy and network security.

1) IMPLEMENTATION CHALLENGES

Implementing FL in ORAN with HE and SMC faces
several challenges, primarily due to the need for ultra-low

FIGURE 13. ORAN-based FL services and model aggregation over the network.

latency in handling real-time traffic data. HE is compu-
tationally intensive, which can delay traffic management
responses if not optimized for edge devices. Additionally,
maintaining synchronization across multiple ORAN nodes
that operate independently in diverse geographic locations
can be difficult. Furthermore, SMC requires reliable and
secure communication channels, which can be challenging
in ORAN environments with potentially fluctuating connec-
tivity.

2) STRATEGIES TO ADDRESS CHALLENGES

To address these challenges, using hardware accelerators
like GPUs and FPGAs in MEC nodes can speed up HE
operations, ensuring that data remains encrypted without
compromising processing time. Hybrid encryption schemes,
where only high-priority data is fully encrypted, can also
reduce computational load. For synchronization, adaptive
aggregation protocols across ORAN nodes can help maintain
model consistency and allow for seamless integration of
model updates. Establishing robust, high-speed communica-
tion links in the 6G infrastructure further supports the secure
and timely aggregation of data, ensuring that ORAN-based
traffic management models remain responsive and effective.

VIII. FEDERATED LEARNING IMPLEMENTATION TOOLS
FOR 6G NETWORKS
The integration of FL into 6G networks requires advanced
tools that support large-scale distributed learning with robust
security, scalability and efficiency. Several open-source
frameworks have been developed to address the unique chal-
lenges of FL, including privacy preservation, high bandwidth,
low latency, and adaptability to complex network architec-
tures in 6G. Among these tools, Flower [255], PySyft [256],
TensorFlow Federated (TFF) [257], FATE (Federated AI
Technology Enabler) [258] and NEBULA [259] are known
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for their contributions to FL. Each of these frameworks has
specific advantages and limitations, depending on the use
case and environment. Below, we compare and analyze these
tools based on their core features, strengths and suitability
for 6G network applications.

A. FLOWER (FL OPEN RESEARCH FRAMEWORK)
Flower is a highly flexible, open-source framework specifi-
cally designed for scalable and secure FL. With its focus on
extensibility, Flower supports experimentation with different
aggregation methods, privacy mechanisms, and client-server
architectures.

• Capabilities: Flower is language agnostic and supports
integration with popular machine learning libraries such
as TensorFlow and PyTorch, which can enable easy
customization across different devices and platforms in
a 6G environment. It offers robust support for multi-
device scenarios and scales efficiently across a large
number of clients.

• Security Features: Flower does not natively include
privacy-preserving features but is highly customizable
and allows researchers to incorporate differential pri-
vacy, homomorphic encryption or secure aggregation
methods.

• Suitability for 6G: Flower’s scalable architecture is
ideal for the massive device density expected at 6G.
However, additional configurations are required to meet
the specific 6G privacy and security requirements.

B. PYSYFT
PySyft, developed by OpenMined, is an FL framework
based on PyTorch. It focuses primarily on privacy-preserving
techniques such as secure multi-party computation SMC, DP
and HE.

• Capabilities: PySyft offers comprehensive support
for privacy-preserving computations, making it highly
secure. It integrates seamlessly with PyTorch and allows
developers to leverage PyTorch’s machine-learning
capabilities while ensuring secure data handling.

• Security Features: PySyft is characterized by its
extensive built-in privacy tools, including SMC and
differential privacy, which are essential for 6G’s data
security and privacy requirements.

• Suitability for 6G: PySyft’s strengths lie in secure
computation, but its lack of cross-platform compatibility
and limited scalability make it less suitable for real-
time, high-bandwidth applications across extensive 6G
networks.

C. TENSORFLOW FEDERATED
TFF is an open-source FL framework from Google that
builds directly on TensorFlow. TFF supports machine learn-
ing on decentralized data and focuses on cross-device and
cross-silo federated learning.

• Capabilities: TFF is tightly integrated with TensorFlow
and provides robust support for implementing federated
learning algorithms in Python. It provides simulation
capabilities to test FL applications in a controlled
environment.

• Security Features: Although TFF supports basic pri-
vacy protection measures, such as differential privacy,
it requires external libraries to implement advanced
privacy protection techniques, such as homomorphic
encryption and secure aggregation.

• Suitability for 6G: TFF is advantageous because of
its high-quality machine-learning capabilities and sim-
ulation tools, which are useful in testing federated
algorithms for 6G. However, the scalability and privacy
features of TFF need to be improved to meet the
requirements of a fully decentralized, large-scale 6G
deployment.

D. FATE
FATE is a production-grade FL platform developed by
Webank that provides comprehensive support for federated
learning in various domains. It is designed to enable
secure federated AI systems and is widely used in finance,
healthcare and the IoT.

• Capabilities: FATE contains integrated modules for
machine learning, data management and secure data
exchange, making it ideal for enterprise-level applica-
tions. It supports both vertical and horizontal federated
learning and enables flexible partitioning of data
between nodes.

• Security Features: FATE supports privacy-preserving
techniques such as SMC and federated encryption
protocols. Its robustness in privacy protection makes it
particularly suitable for highly regulated environments.

• Suitability for 6G: FATE’s architecture is highly adapt-
able for secure and large-scale deployments and is,
therefore, well suited for the multi-layered requirements
of data transmission in 6G. However, its complexity
may require additional optimizations for the real-time
applications expected in 6G.

E. NEBULA (A PLATFORM FOR DECENTRALIZED
FEDERATED LEARNING)
NEBULA is an open-source platform dedicated to decen-
tralized, federated learning and aims to enable secure and
efficient model training across distributed nodes without a
central server. NEBULA can be used to meet the privacy
and security requirements that are critical for large-scale 6G
applications since it is designed to be flexible and scalable.

• Capabilities: NEBULA uses a decentralized archi-
tecture that enables seamless model training across
different devices, making it ideal for the heterogeneous
environments of 6G. NEBULA supports blockchain-
based model validation, ensuring transparency and
traceability while enabling secure cross-device compu-
tation for multiple parties.
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TABLE 11. Comparison of federated learning tools for 6G networks.

• Security Features: NEBULA includes participant
anonymity, decentralized aggregation and model valida-
tion via the blockchain. This improves data protection
by reducing dependence on central servers and ensuring
that model updates remain verifiable and tamper-
resistant.

• Suitability for 6G: NEBULA’s decentralized structure
fits well with the distributed, high-density 6G networks.
It is particularly suitable for IoT, smart city applications
and other use cases that require robust data privacy and
security across different and potentially untrusted nodes.

F. COMPARISON SUMMARY
Each of these tools offers unique advantages for imple-
menting FL in 6G networks as shown in Table 11. Flower
is ideal for scalable environments with high device den-
sity, while PySyft excels at privacy-sensitive use cases.
TensorFlow Federated provides an accessible environment
for experimenting with FL models, and FATE is great for
regulated applications that require robust privacy protection.
NEBULA, with its blockchain-based, decentralized structure,
is especially suited for privacy-focused and decentralized
applications in 6G, such as IoT and smart city imple-
mentations. To meet 6G-specific requirements, these tools
may need to be improved, especially in terms of real-time
processing, ultra-low latency, and cross-layer privacy that
matches the capabilities of 6G networks.

IX. LESSONS LEARNED AND FUTURE RESEARCH
DIRECTIONS
In this section, we present the lessons learned from this
survey and the emerging directions in this area of research.

A. FL FOR 6G PRIVACY
1) LESSONS LEARNED

Implementing FL in 6G networks can help gain several
important insights. First, FL significantly improves data
privacy by ensuring that sensitive data remains localized on
devices, reducing the risk of data breaches and unauthorized
access during transmission. This approach fits well with
the high-security requirements of 6G applications in various
sectors, such as healthcare, smart cities, and industrial

automation. Secondly, integrating FL with other privacy-
preserving techniques, such as blockchain and differential
privacy, can further enhance security and create a layered
defense against potential threats. Another key insight is the
importance of secure and efficient communication protocols.
The high data rates and low latency of 6G networks are
essential for the timely and reliable aggregation of model
updates so that AI-driven applications can work seamlessly
and effectively. However, the deployment of FL in 6G
may also bring some challenges, such as malicious 6G
client devices, much faster access exploiting weak security,
requiring robust access control mechanisms to prevent insider
attacks, and AI-native infrastructure, which may bring the
risk of attacks such as model poisoning or the injection
of malicious aggregation updates by malicious entities.
Finally, FL’s adaptability as a versatile solution for different
application areas has the potential for privacy protection
in various 6G scenarios, from smart homes to autonomous
vehicles.

2) REMAINING RESEARCH QUESTIONS

Despite the progress made, some research issues still need
to be addressed in order to fully utilize FL for 6G privacy.
These critical questions are as follows:

• How can we minimize bandwidth usage while main-
taining model accuracy and timely updates, especially
considering the huge number of connected devices in a
6G network?

• Can FL maintain its efficiency and security at large-
scale, when millions of devices are involved in the
learning process?

• How can we integrate quantum computing or advanced
cryptographic methods to improve the security and
performance of FL?

• What frameworks and guidelines are needed to ensure
that the use of FL complies with global privacy
standards and ethical considerations?

3) EMERGING AND FUTURE RESEARCH DIRECTIONS

To address the challenges in FL research, several techniques
can be applied. Model pruning, gradient compression, and
edge-based aggregation are some of the techniques that can
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reduce bandwidth utilization by minimizing communication
overheads. Hence, timely updates are guaranteed with
the highest model accuracy. Hierarchical FL and adaptive
sampling can ensure efficiency at large scales, while security
can be enhanced using blockchain, among other decen-
tralized methods. This integration of quantum computing
with advanced cryptographic techniques, such as QKD and
adversary-filtered HE, can further enhance the security of FL
without performance compromise. Compliance with global
privacy standards is needed through frameworks that include
standardized privacy-preserving techniques like enhanced DP
with utility trade-offs addressed, together with standardized
ethical guidelines addressing issues such as data ownership
and fairness across multiple jurisdictions. Methods can be
scaled efficiently for FL in the complex landscape of 6G
networks.
Future research on FL for 6G networks for privacy

should focus on several promising directions. One area is
the improvement of privacy-preserving techniques natively
built into the FL process. Advancements in HE or SMC
can provide additional layers of security and enable secure
collaborative learning in 6G networks. Another direction
is the development of lightweight FL algorithms specif-
ically designed for resource-constrained IoT devices in
6G networks. These algorithms should strike a balance
between computational efficiency and high privacy standards.
Exploring hybrid FL models that combine centralized and
decentralized approaches could also bring significant benefits
and optimize both privacy and performance. In addition, the
application of AI-driven anomaly detection systems can play
a critical role in identifying and mitigating potential privacy
threats in real time. The integration of FL with edge comput-
ing paradigms in 6G networks with demanding requirements
is another crucial area of research that could improve
processing capabilities and further reduce latency. Finally,
interdisciplinary research involving data science/engineering,
cybersecurity, and standardization/regulatory frameworks is
essential to address the wider implications of privacy-
preserving FL deployment in 6G networks and ensure that
technological progress is aligned with societal needs and
ethical standards.

B. KEY FL PRIVACY CHALLENGES IN 6G NETWORKS
1) LESSONS LEARNED

The privacy of B5G/6G-based services can be enhanced
with the support of FL over all the vision layers of the
6G architecture. However, several privacy issues can be
raised from FL itself due to the ML model’s memorization
nature and the attacks that occur with it. Many solutions
for addressing these issues in FL are available and can
address certain aspects. However, trade-offs exist in each of
these solutions, which should be carefully assessed based on
the expectation of the level of privacy, available resources,
architectural layer, and the use case requirements.
Specifically, ML attacks such as inference and recon-

struction attacks are notable concerns due to the model’s

memorization. During the training process, these attacks
can occur, exposing sensitive data that the model has
unintentionally memorized. Additionally, attacks can occur
due to weaknesses in communication and model storage.
These include threats from unauthorized access, analytics by
third-party service providers, or exploitation of the lack of
transparency in FL frameworks and standardizations.
Moreover, these threats can span across different layers in

the 6G network. More vulnerabilities in the training process
are likely to occur in the edge and sensing layers due to their
proximity to data sources and the potential for direct data
interception. Conversely, issues such as access control and
data management would be more prevalent in the control
and application layers, where higher-level data processing
and decision-making occur.
Thus, ensuring robust privacy in 6G-based services using

FL requires a comprehensive approach that addresses the
unique challenges at each layer of the architecture. This
includes implementing secure communication protocols,
enhancing transparency and standardization in FL frame-
works, and applying tailored privacy-preserving techniques
that balance the trade-offs between privacy, resource avail-
ability, and functional requirements.

2) REMAINING RESEARCH QUESTIONS

The ongoing evolution of B5G/6G architecture, coupled with
issues such as vulnerabilities, privacy threats and attacks,
gives rise to the following research questions that need to
be addressed:

• What are the architectural updates for the 6G and
FL learning process that could potentially enhance the
existing privacy protection and guarantees for FL?

• What new threat scenarios could emerge from architec-
tural updates upon design and development?

• How can defense strategies and attack detection
approaches be updated to properly test the impact of
these threats?

3) EMERGING AND FUTURE RESEARCH DIRECTIONS

To address the research questions, novel architectural updates
in 6G FL, such as Distributed Ledger Technologys (DLTs),
federated analytics, and federated transfer learning, can be
used to enhance privacy by securing model updates and
reducing data sharing. Defense strategies must evolve to
include decentralized trust management, quantum-resistant
cryptography, AI-driven model verification, and game-
theoretic defenses that dynamically adapt to emerging attack
vectors. Such approaches can support to security of both
data privacy and the integrity of FL systems in 6G.
Further research can thus be conducted to explore novel

defense strategies that effectively balance these trade-offs
while ensuring guaranteed privacy bounds. These strategies
can be tailored to specific layers of the B5G/6G architecture,
considering resource availability, the number of connected
components, and the desired levels of privacy. Considering
threat identification, new threat models should be developed,
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and adversarial testing should be done on the models. Novel
approaches for adversarial testing should be explored, such
as the addition of perturbations to the models to evaluate the
impact of attacks and assess the model’s sensitivity to certain
parameters or data types. This can help identify potential AI
model biases and vulnerabilities. Furthermore, these testing
methodologies can provide insights into the robustness of
the models under various adversarial conditions, enabling
the development of more resilient FL frameworks. Moreover,
research should also focus on successfully quantifying the
threats using metrics beyond the conventional ones, such
as attack success rates and accuracy impact. This includes
developing new metrics that can provide a more compre-
hensive understanding of the threats, considering factors like
data leakage, privacy loss, and long-term effects on model
performance. By adopting a broader set of evaluation criteria,
researchers can gain deeper insights into the efficacy of
defense mechanisms and the overall security capabilities of
FL systems in B5G/6G networks.

C. PRIVACY ENHANCING MECHANISMS FOR FL IN 6G
1) LESSONS LEARNED

When considering privacy-enhancing mechanisms for FL in
6G networks, a common observation is the emergence of
trade-offs when attempting to achieve privacy. For instance,
popular perturbation-based techniques such as DP or noise
addition often result in a trade-off with the overall utility of
the model. This is inevitable in most cases because the noise
added to protect privacy causes the model parameters to
deliberately “forget” parts of their learning, thereby reducing
model accuracy and effectiveness. Techniques like HE can
preserve the original model configurations in an encrypted
form, thus maintaining the integrity of the model parameters.
However, these techniques require high computational and
communication bandwidths to transfer the encrypted model
parameters, which can be a significant drawback in resource-
constrained environments. Similarly, SMC techniques, while
providing robust privacy guarantees, can also increase the
communication overhead in the network, potentially leading
to delays and inefficiencies.
In addition to these primary techniques, several other

emerging methods are gaining traction. Techniques such as
knowledge distillation, robust aggregation, blockchained FL,
and TEE offer promising solutions for mitigating privacy
leakage and poisoning attacks. However, these techniques
also come with their own set of trade-offs and limitations.
For example, knowledge distillation and robust aggregation
may introduce additional computation overhead, while TEE
often relies on a trusted entity or infrastructure, which can be
a potential single point of failure or a bottleneck. Therefore,
while these emerging techniques offer innovative approaches
to enhancing privacy in FL, their implementation requires
careful consideration of the specific use case requirements,
resource availability, and potential limitations. Therefore, a
thorough understanding of these trade-offs and the specific

needs of the application is essential for selecting and imple-
menting the most suitable privacy-enhancing mechanisms.

2) REMAINING RESEARCH QUESTIONS

Regarding the FL defenses and their identified trade-offs, we
raise the following research questions that are significant to
be addressed:

• How can trade-offs between privacy and utility be
quantified effectively while aiming to optimize privacy
gains in FL implementations within 6G networks?

• What key criteria should guide the selection of one or
multiple defense strategies for FL in various 6G network
scenarios?

• How can multiple privacy-enhancing techniques be
effectively combined to create a holistic defense mech-
anism for FL, and what frameworks or models can be
developed to facilitate this integration?

• What approaches can be developed to ensure trans-
parency and standardization in FL defenses over
networks, particularly considering end-user privacy poli-
cies and practices?

3) EMERGING AND FUTURE RESEARCH DIRECTIONS

In the case of FL for 6G, privacy-utility trade-offs
could be measured through privacy-utility curves and
multi-objective optimization balancing privacy and model
performance [260]. Choosing defense strategies depends on
data sensitivity, threat level, network topology, resource
limitations, and defense layers that are specifically designed
for the intended use case. An integrated defense approach is
based on the possible incorporation of an array of privacy
protection techniques into a framework of discrete and
layered structures with a flexible architecture that can be
fitted to the requirements of various domains of the network.
Compliance with transparency and standardization stipulates
open architecture, privacy protection, and aggregate stan-
dards, increasing the users’ confidence in FL augmentation.
Future research in enhancing privacy for FL in 6G

networks can explore several directions to mitigate the trade-
offs. One approach is to develop improved versions of
perturbation techniques that apply selective perturbations
only to the most privacy-sensitive regions of the model.
This can minimize the overall impact on the model’s utility.
Incorporating Explainable AI (XAI)-based approaches can
be supportive in this context, as XAI can identify critical
decision-making processes within the model, detect the
use of privacy-related attributes in decisions, and analyze
the impact of privacy mechanisms on model performance.
Additionally, there is a requirement for improved lightweight
algorithms that can reduce the computational and com-
munication overhead associated with techniques like HE
and SMC. These algorithms should incorporate network
capacity-related metrics to optimize resource use without
compromising the overall quality of service for other
applications. By focusing on these areas, future research can
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develop more efficient, effective, and context-aware privacy-
enhancing mechanisms for FL in 6G networks.

D. PRIVACY PRESERVATION AT DIFFERENT 6G LAYERS
1) LESSONS LEARNED

FL can be effectively used with appropriate defense mech-
anisms at different architectural layers in a 6G network
to enhance privacy preservation at each layer. The main
applications of FL can be observed at the sensing and
RAN layers, where FL-based use cases can be executed
directly on client devices that are closely connected to end-
user applications. Techniques such as OTA FL can be used
in wireless networks such as 6G to leverage the potential
of signal superposition, thereby reducing the computational
requirements in FL aggregation. This approach improves
privacy by localizing the data and optimizes resource
utilization, making it suitable for the resource-constrained
environments typical of the sensing and RAN layers.
FL can typically act as a final or intermediate aggregator

at the edge layer, or it can forward the models to upper
layers depending on specific requirements. This layer is
crucial in balancing computational load and ensuring effi-
cient model updates. Utility-driven intelligent applications,
such as intrusion detection systems, can be trained via
FL at the upper layers, benefiting from the aggregated
data from multiple sources while maintaining user pri-
vacy. However, these upper layers mainly function as
service providers or perform orchestration, management, and
regulatory operations for end-user-based applications. By
decentralizing data processing and ensuring that sensitive
data remains at the edge or client level, FL, coupled with
robust privacy-preserving techniques, can provide a scalable
and secure solution across the diverse layers of the 6G
architecture.

2) REMAINING RESEARCH QUESTIONS

Based on the application of FL across 6G network architec-
ture based on its current limitations in the discussions, we can
consider the following research questions to be addressed:

• What architectural designs can unify FL pipelines
spanning multiple layers of the 6G network to ensure
seamless integration and efficiency?

• How can different architectures, such as hierarchical FL,
P2P FL, or hybrid architectural designs, be effectively
incorporated into various 6G architectural layers to
enhance privacy and performance?

• How much transparency should be allowed at each
6G layer regarding the model aggregation and sharing
process to balance security, privacy, and operational
efficiency?

• What mechanisms can be developed to optimize the
FL training process dynamically across different 6G
layers, considering resource availability and network
performance parameters?

3) EMERGING AND FUTURE RESEARCH DIRECTIONS

In the architectural design unifying FL pipelines across
6G layers, multi-tier systems have several advantages, such
as the edge layer implementing local aggregation and
core layers handling global integration. Hierarchical FL
offers better performance and privacy by clustering devices
and doing local aggregation; P2P FL will be suitable for
decentralized systems. The selective transparency managed
through role-based access control ensures that privacy is
at lower layers and trust is possible at higher layers.
Adaptive resource management and reinforcement learning
can dynamically adjust the FL training processes regarding
network performance and resource availability so that their
efficiency and scalability are ensured in 6G.
Future research on privacy preservation for FL within 6G

networks should address the deployment of defenses across
different architectural layers. It is important to recognize
that protection measures using the FL algorithm in the
upper layers may not be appropriate for the lower layers.
For example, the noise level at the edge layer, where a
relatively small number of models are aggregated, must
be carefully calibrated. In contrast, many thousands or
more FL models are processed at the control layer. In
the latter case, adding more noise might not significantly
affect performance due to the large amount of aggregated
data. Therefore, investigating optimal strategies for applying
protective measures in overlapping FL pipelines is an
important area for future work. In addition, the need for
standardization and regulatory approaches to FL must be
addressed at various levels. Establishing clear guidelines
and regulatory frameworks will ensure consistent and secure
implementation of FL, facilitate interoperability and increase
trust in these advanced networks. Research should also focus
on developing dynamic defense mechanisms that can adapt
to network conditions and resource availability in real-time
to ensure robust privacy protection while achieving better
performance.

E. OTHER FUTURE RESEARCH DIRECTIONS
Regarding the other potential future research directions for
FL, several aspects can be summarized. The advantages
of quantum computers are well known when compared to
classical computers; thus, integration of quantum computing
and FL is an interesting research direction [261]. In [262], the
advantages of faster training for FL are clearly highlighted.
However, the integration of these technologies is deemed to
be challenging due to the distributed nature of FL [263].
Also, there is a bottleneck in terms of financial feasibility
as quantum computing is expensive [264]. In addition, the
evolution of quantum computing may affect privacy and
security in networks that resort to classical cryptographic
algorithms [265]. Thus, network service providers should
use complex cryptographic algorithms, which in turn will
demand more processing power and increase the latency
in the network. 6G application security is deemed to be
expensive in this regard.
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Green computing focuses on managing computing and
its associated technologies while giving prominence to the
environment and the carbon footprint [266]. FL is an enabler
of green computing as it makes ML more sustainable
and energy efficient. By utilizing FL, the training energy
can be reduced significantly [267], and the training loss
can be reduced given a limited energy budget [268]. The
improvement in energy efficiency leads to reduced energy
consumption and carbon emissions, contributing to an eco-
friendly approach to ML. From the security and privacy
perspective, it is necessary to consider these environmental
constraints simultaneously when designing novel crypto-
graphic algorithms, as the complexity of these algorithms
may require more energy, ultimately creating a conflict with
green computing ambitions. Overall, priority should be given
to communication-efficient FL [121].
XAI is an emerging technology that ensures trustworthy

AI. It facilitates the reasoning of AI models trained with
FL, which were conventionally considered uninterpretable
models. The ability to gain insights on the model is useful
for detecting possible security and privacy threats on the AI
models, e.g., intrusion detection [269], poisoning detection
with post-hoc Shapley value explainers [270]. However,
with increasing levels of explainability, XAI is deemed
to impact the privacy of the end users as well, which
creates a trade-off. For example, a clear security threat is
created if an adversarial server has the ability to access
the model parameters and the XAI metrics, which may
allow the adversary to gain insights such as the user data
distribution and properties of existing data. This affects the
privacy of clients and makes the system vulnerable to attacks
like model inversion and membership inference [271], [272].
Fine-tuning these trade-offs is a potential future direction on
FL-XAI [273].

There are some important technical challenges in imple-
menting FL in 6G networks, particularly in terms of hardware
requirements and network infrastructure, and it is another key
future research direction. To this end, the energy efficiency
of the edge devices through energy-efficient algorithms
and hardware, advanced encryption techniques on resource-
constrained devices, robust and adaptable FL networks,
synchronization of updates from edge devices, verification
of the integrity and authenticity of the model updates, robust
version control mechanisms, are some interesting sub-topics.
The research focus will also extend to novel technologies
and protocols that can further facilitate FL.
Finally, it is challenging to make exact technological

predictions as 6G rapidly evolves and requires ongoing
updates to reflect new architectures and use cases. Industry-
specific practical challenges, such as privacy-preserving FL
in healthcare, industrial IoT, and autonomous vehicles, may
need to be explored once 6G applications in these sectors
are more defined. Additionally, the absence of defined
6G architecture, requirements, and real-world deployments
limits the ability to provide practical insights or scalability
discussions for privacy-preserving FL solutions. When 6G

networks and real-world applications become available,
research should focus on incorporating practical data and
scalability assessments. Addressing these gaps will ensure
more accurate and applicable findings in privacy and security
for FL in 6G environments.

X. CONCLUSION
This paper investigated the application of FL in future 6G
networks to perform privacy-enhanced distributed machine
learning. Key issues in such FL-based implementations were
examined, highlighting the numerous trade-offs associated
with current solutions. The application of these solutions
must be carefully designed, considering the different layers
within the 6G architecture on which FL systems are
implemented. Future research directions include improving
existing approaches and developing novel techniques to
quantify, monitor, and explain the quality of the FL process
and its defense mechanisms. In addition, strengthening
standardization and regulatory approaches is essential for
the widespread deployment of FL in 6G networks. These
advances will ensure robust, secure, and efficient FL imple-
mentations and pave the way for their full integration into
next-generation 6G networks.
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